An Analysis of the Features of Words That Influence Vocabulary Difficulty

Elfrieda H. Hiebert
TextProject &
University of California, Santa Cruz

Judith A. Scott
University of California, Santa Cruz

Ruben Castaneda
National Board of Osteopathic Medical Examiners

Alexandra Spichtig
Reading Plus

TextProject Article Series
March 2019

TextProject, Inc.
SANTA CRUZ, CALIFORNIA
An Analysis of the Features of Words That Influence Vocabulary Difficulty

Elfrieda H. Hiebert 1,*, Judith A. Scott 2, Ruben Castaneda 3 and Alexandra Spichtig 4

1. An Analysis of the Features of Words That Influence Vocabulary Difficulty

Vocabulary has long been recognized as a strong predictor of comprehension [1]. Furthermore, without strong vocabulary instruction, student performance tied to socioeconomic status is perpetuated [2]. Yet the words chosen for vocabulary instruction in school are not necessarily ones that ameliorate this gap. Historically, the criteria for choosing words for instruction have been ill defined. Gates [3] established that second-graders knew over 80% of target words prior to instruction. Almost 30 years later, Stallman et al. [4] found that the pattern reported by Gates for second-graders also applied to fifth-graders. In the Stallman et al. study, overall mean scores for both second- and fifth-grade cohorts were above 75% for grade-level words and over 70% for the “new” words that had not yet been presented.

Both the Gates [3] and Stallman et al. [4] analyses are dated but a comparison of the target words chosen for vocabulary instruction in the 1965 and 2013 copyrights of a core reading program [5] showed that the focus words for the two points in time were similar in frequency of appearance in written language, age of acquisition, and utility in different content areas. The words differed on...
two features—length and concreteness. In both cases, the focus words in the 2013 program were shorter and more concrete, features that have been shown to make words easier for students to learn. These patterns suggest that core reading programs—and perhaps elementary vocabulary instruction in general—lack an underlying framework for word selection.

To identify the most salient words for instruction, information is needed on students’ existing vocabulary knowledge. What features distinguish words that students know from those that they do not? Do the features of known and unknown words vary over students’ developmental trajectory? A relatively new and potentially critical source for gaining insight into which words are known or unknown by students lies in databases that have become available as a result of digitized vocabulary assessments. Digitization of texts has also resulted in a flourishing of knowledge about vocabulary from corpora linguistics [6]. This work has resulted in new knowledge about language use [7] and in numerous analytic tools [8]. Little of this work has been applied to the study of school vocabulary assessments or vocabulary instruction.

In this paper, we present two separate studies that explore a common set of word features, identified through previous research, as factors that may contribute to students’ vocabulary performance. The purpose of this research is to contribute to the conversation about the selection of words that merit instructional focus. The first study looks at students’ knowledge of words that are predicted to appear in texts at different grade levels. The second study uses the same methodology and examines the same features, but the target words are those identified by teachers as challenging for students at a specific grade band—fourth and fifth grades—rather than the span of grades 2 through 12 in the first study. Furthermore, the second study includes a large number of students who were classified as English language learners, a group that is overrepresented among the students who score at basic levels and below on the National Assessment of Educational Progress (NAEP) [9].

2. Review of Research

What it means to know a word is complex [10], and there is no consensus about how to measure the complexity of word knowledge [11–13]. However, there does appear to be consensus that vocabulary knowledge is multi-dimensional and that various features of words can potentially influence students’ knowledge of vocabulary. In considering multiple features of words that merit instruction, we use the theoretical framework of Nagy and Hiebert [14] to identify features that may contribute to the ease or difficulty of knowing the meanings of words. Their framework addresses the role of words in four dimensions of language and instruction: language, the lexicon, knowledge, and the lesson (see Table 1). The description that follows describes three of these four dimensions. The final cluster in the Nagy and Hiebert’s word-selection framework addresses the centrality of words in particular texts and in existing curricula. The goal of the present study is to provide evidence based on student performances to guide curriculum development. Consequently, this fourth cluster is not a basis for the selection of descriptive word factors.

<table>
<thead>
<tr>
<th>Role in Language</th>
<th>Nagy/Hiebert (2011) Criteria</th>
<th>Study Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency: How often does this word occur in text?</td>
<td>• Frequency</td>
<td>• Frequency</td>
</tr>
<tr>
<td>Dispersion: How does the frequency of a word differ by genre, topic, or subject area?</td>
<td>• Polysemy</td>
<td>• Polysemy</td>
</tr>
<tr>
<td>Morphological relatedness: What is the size of the morphological family?</td>
<td>• Part of speech</td>
<td>• Part of speech</td>
</tr>
<tr>
<td>Role in the Lexicon</td>
<td>Semantic relatedness: How is this word related to other words that students know or need to know?</td>
<td>• Dispersion (Domain specificity)</td>
</tr>
</tbody>
</table>

| Size of morphological family |
Table 1. Cont.

| Role in Students’ Existing Knowledge | Familiarity: Is this word already known to students and, if so, to what degree? Conceptual difficulty: To what extent can the meaning of this word be explained to students in terms of words, concepts, and experiences with which they are already familiar? | • Age of acquisition • Length in letters and syllables • Concreteness–Abstractness |

2.1. Role in Language

Some words are ubiquitous in written language, especially those that connect ideas in discourse (e.g., of, and, or) but most words carry nuanced or specialized meanings and appear infrequently in English texts (e.g., scurry, lurch). Moreover, some words appear in texts across a wide array of topics and content areas (e.g., sharp, flat), while other words are specific to a particular domain (e.g., concerto, metronome). Nagy and Hiebert [14] referred to these two dimensions of the role that words play in written language as frequency and domain specificity.

**Frequency.** It is to be expected that students who read more texts are exposed to the words that appear with moderate to high frequency in written language to a greater degree than students who read less text. This effect of exposure means that frequency of words influences virtually all word recognition tasks [15]. Frequency counts are compiled by computers based on the number of occurrences of the word in a corpus. They are given for a particular orthographic form of the word (e.g., sleep, sleeps, and sleepless all have different frequency counts). As the section on Morphological Relatedness (below) explains, evidence indicates that the frequency of the inflectional and derivational relatives of a word also influence the speed of word recognition [16].

The role of word frequency in students’ knowledge of words is not as clear-cut as its role in word recognition. Both frequency and morphological family frequency counts fail to distinguish among multiple meanings of words or polysemy [17]. Even among words with the same etymological history, differences in meanings can be substantial (e.g., milk as a liquid and milk as taking advantage of someone). The second meaning of the word may occur less frequently than the first meaning but, even so, uses of the word in the second meaning contribute to the overall frequency count.

Cervetti, Hiebert, Pearson, and McClung [18] found that polysemy was a significant factor in the vocabulary knowledge of second and third-graders, both independent of and as a result of instruction. Sullivan [19] found that acquiring a secondary sense of a word accounts for a significant amount of growth in vocabulary knowledge between Grade 3 and Grade 12. Often, as the illustration of meanings associated with the word milk suggests, secondary word senses are associated with changes in parts of speech. The degree to which the different meanings of words are associated with variations in parts of speech can add a degree of challenge for readers, especially beginning and struggling students [20].

**Domain specificity.** Domain specificity refers to the degree to which words appear in texts on different topics and in different subject areas. One measure of domain specificity comes from a measure that Carroll, Davies, and Richman [21] identified as dispersion. Words that appear across all subject areas receive a dispersion index of 1 (e.g., a, that, with), while words that appear in esoteric or specialized topics receive a dispersion index of <0.01 (e.g., copperplate, rotogravure, platen). Measures of dispersion can be connected to polysemy, as words often take specific secondary meanings within disciplines. For instance, the words force and energy have specific secondary meanings in physics. Cervetti et al. [18] found no significant effect for dispersion in their study of second- through fourth-graders’ knowledge of science vocabulary, in contrast to Dockerall et al. [22] who found such an effect with 5- and 6-year-olds. Additional consideration of dispersion and domain specificity seems warranted.
2.2. Role in the Lexicon

Factors related to the lexicon refer to the relationship among the meanings of words. Two types of relationships are especially relevant in understanding a word’s connections to the meanings of other words within the lexicon: semantic and morphological.

**Semantic relatedness.** Knowledge of a word’s meaning is not isolated to simply one word. Rather, a word’s meaning is embedded in networks of relationships to the meanings of other words. Researchers have explored various ways to group words into semantic networks. Marzano and Marzano [23], for example, applied a hierarchical semantic scheme establishing superclusters (e.g., feelings and emotions), clusters containing words with semantic ties close to the concepts (e.g., fear: fright, startle, afraid), and mini-clusters where words have synonymous meanings (e.g., startle: scare, frighten, terrify). Research indicates that semantic networks may influence word learning, although the complexity of the concept depicted by the word is an important consideration when conceptualizing semantic relatedness as a factor [24,25]. In addition, there is contradictory evidence regarding whether teaching semantically related words interferes with or enhances word learning [26,27].

**Morphological relatedness.** English is a morphophonemic language [28], which means that the sounds and spellings of words are influenced by the morphemes or meaning units of English. For example, at the expense of grapheme-phoneme-correspondences, the spelling of health conveys the link to its morphological family (i.e., the root word heal and other family members such as healing, healed, healthy, healthful, unhealthy), making it more likely that students will consider these words as a family rather than as separate lexical units when encountering them in a text. In identifying 88,500 as the number of word families in written English that students are likely to encounter over their school careers, Nagy and Anderson [29] estimated that there are, on average, one to three additional related words for every word that students encounter after the initial stages of reading acquisition.

Aspects of the morphological structure of words also contribute to the challenge of word learning. The speed of accessing a word’s meaning is affected by the morphological structure, including the transparency and frequency of the root word, inflected endings, and derivations [30].

2.3. Role in Students’ Existing Knowledge

Students’ existing vocabularies and background knowledge can also influence how well and how quickly they remember or learn words. Nagy and Hiebert [14] identified two aspects of students’ knowledge that influence the challenge of reading and learning words: (a) their familiarity with the words and concepts and (b) the conceptual complexity that the words represent.

**Familiarity.** Familiarity refers to students’ prior experience with and exposure to words and their associated concepts. Familiarity and frequency are related, but some words that appear with similar frequency in written texts can differ substantially in familiarity. For example, the words silly, slide, and resistance all have U function values of 25 [31], indicating that they appear with similar frequency in English texts, but elementary students’ familiarity with these words is likely to vary considerably.

Typical analyses of familiarity involve adults [32] and older school-aged children [33]. Because no large-scale database exists of children’s ratings of words, a more useful index of schoolchildren’s familiarity with words appears to be age of acquisition (AoA) data, an indicator of the age at which a word is typically understood or used in oral language [8]. The age at which words are acquired in oral language appears to affect word recognition performance beyond correlated variables such as word frequency [34].

Familiarity in reading also requires students to be able to associate a word’s meaning with the graphic form of the word. This act, in common parlance, is what it means to “read a word.” Length, as measured in number of syllables or letters, has been shown to be a reliable predictor of word recognition [35] and of recognition of word meaning [36].

**Conceptual complexity.** Conceptual complexity has often been established by identifying empirically how many students at a given age are able to identify a word’s meaning correctly [37,38]. Even though related, conceptual challenge and AoA are likely different characteristics. Efforts such as
Latent Semantic Analysis [39], HAL [40], and WordNet [41] attempt to identify numbers and kinds of links between ideas, but, as yet, data are not available that establishes the relative difficulty of large numbers of specific concepts for school-age students at different developmental levels.

The one aspect of the operationalization of conceptual complexity that can be established with relative ease is concreteness. The concreteness of a word refers to how readily readers can summon a mental image of the concept. Researchers have shown that concreteness (or conversely, abstractness) and imageability [42] influence variables such as speed of lexical processing [43] and vocabulary knowledge [44]. Consequently, this construct has been prominent in models of conceptual development and cognitive processing [45].

Taken together, the three categories identified by Nagy and Hiebert [14]—the role of words in language, their role in the lexicon, and aspects that represent students’ existing knowledge—provide a theoretically and empirically grounded framework for identifying words that are known or unknown by students at particular points in development. We examined how most features identified by Nagy and Hiebert—word length, number of syllables, parts of speech, frequency, morphological family frequency, dispersion, polysemy, AoA and concreteness—predict students’ vocabulary knowledge. The construct of conceptual complexity was restricted to concreteness. Furthermore, a measure of semantic relatedness was not included. At the present time, measures of conceptual complexity (other than concreteness) and semantic relatedness have yet to be validated and are open to interpretation.

The two studies reported on in this paper examine how well the identified variables predict students’ knowledge of words on two assessments that differ in substantial ways including population, basis for selection of target words, and task. The types of words in the two studies differ but the underlying goal of both studies is directed at answering the same question: What factors predict the ease or difficulty of students’ understanding of word meaning in text? Answers to this question are critical if school time is to be directed at strengthening students’ vocabularies. Relatively large databases of students’ performances on vocabulary assessments, we believe, offer the opportunity to gain evidence to address this question.

3. Study One: Words on an Assessment of Core Vocabulary

In typical vocabulary assessments, words are not chosen to represent the lexicon in any systematic way. Rather words are selected based on psychometric analyses. Words known by most students are eliminated, leaving words where performances vary. Such assessments give an indication of individuals’ standing in relation to a norm group, but they provide little understanding of what types of words are known by students at different points in their development as readers. The perspective of the vocabulary assessment in this study takes a different direction. It aims to establish how students do with the words that form a core vocabulary. We use the term core vocabulary to refer to words that account for a substantial percentage of the words in texts.

The topic of which words occur frequently in texts has had a long history of study. In the first book of words for teachers, Thorndike [46] organized words in frequency bands (10 for the first 10,000 words), based on an analysis of approximately 4.75 million words that came from 41 sources (primarily the Bible and English classics but also some schoolbooks and children’s trade books). The initial version was followed by two additional summaries: the 20,000 most frequent words [47] and 30,000 most frequent words [48]. Gray [49] and Gates [50] used the lists for designating words in basal reading programs. Thorndike’s word frequency analyses were apparent in assessments such as the Gray Oral Reading Test and the Gates–MacGinitie Reading Tests [51]. However, the analyses of word frequency do not appear to have been the basis for vocabulary assessments in any systematic fashion.

Thorndike [46] did not describe the distribution of groups of words in text but, shortly thereafter, Zipf [52] hypothesized that the frequency of any word is inversely proportional to its rank in a frequency list. Thus, the most frequent word, the, accounts for roughly 7% of all words and the next
most frequent word, *of*, accounts for approximately 3.5%. Zipf predicted that 135 words would account for half of the words in a large sample.

The verification of what came to be called Zipf’s [52] law in large vocabulary corpora occurred with the advent of computers. Kucera and Francis’s [53] analysis was the first to take advantage of digitization. Their corpus, however, consisted only of texts for adults and from a single year. It would be the work of Carroll et al. [21] that would provide insight into the distribution of words in school text. Their analysis consisted of five million words from schoolbooks covering grades 3 through 9 and a comprehensive selection of content areas. They identified the U function, which predicted the appearances of a word per million words of text as adjusted for a word’s distribution across content areas. This measure made it possible to provide an indication of which words accounted for particular portions of school text. They showed that, as Zipf had predicted, 135 words accounted for roughly 50% of the total words in schoolbooks.

The effort to describe the distribution of vocabulary in texts was expanded considerably by Zeno et al. [31] in the *Educator’s Word Frequency Guide* (EWFG), which was based on over 17 million words of texts that represented school content areas and grade levels from first through college. Several substantial efforts have produced ranks of vocabulary in large corpora of text [54,55] but the Zeno et al. analysis remains the last systematic, published database of the distribution of vocabulary in school text. The Zeno et al. work further verified Zipf’s [52] hypothesis about the distribution of words in the corpus. Of the 154,941 words in the Zeno et al. database, 87% of the words are predicted to appear less than once per million (and more than half of this group is predicted to occur approximately once in every 10 million words).

Hiebert [56] set out to establish a parsimonious vocabulary for school instruction. If only a limited number of words can be taught in school, Hiebert reasoned, the words that account for substantial portions of texts should be given priority in vocabulary instruction. The interest in identifying such a vocabulary goes much beyond the Dolch [57] words or even the 1000 most frequent words that Fry [58] emphasized. In particular, Hiebert was interested in identifying what she called a “core vocabulary” that accounts for 90% of the words in typical texts read by students in elementary through high school. The 90% level was chosen because leading literacy scholars [59,60] have proposed this level of word recognition as sufficient for comprehension.

In that success in third-grade reading has received considerable attention in policy beginning with the Reading Excellence Act [61], Hiebert [56] examined third-grade texts on norm-referenced tests, state tests, and oral reading assessments to determine the number of complex words per 100 words of text. Complex words were defined as those that were multi-syllabic or did not appear among the first 1000 words in the EWFG [31]. On average, the six assessments in the sample had 4.8 complex words per 100. The state assessments were the most challenging (6 complex words per 100) and the norm-referenced tests were the least challenging (3.5 complex words per 100).

Hiebert’s [56] use of single-syllable words as a criterion for word complexity lacks nuance in describing students’ familiarity and exposure to words. For example, third-graders are likely to know *breath* but not *swath*, even though both are single-syllable words. Subsequently, Hiebert [62] identified the words that accounted for 90% of total words in fourth-grade assessments of three states and the NAEP. For this analysis, Hiebert identified eight word zones from the EWFG’s [31] predictions of word appearances in a million words of text. The eight word zones and the number of words in each are as follows: (1) \( U = 68,006 \) to 1000 (\( n = 107 \)); (2) \( U = 999 \) to 300 (\( n = 203 \)); (3) \( U = 299 \) to 100 (\( n = 620 \)); (4) \( U = 99 \) to 30 (\( n = 1676 \)); (5) \( U = 29 \) to 10 (\( n = 2980 \)); (6) \( U = 9 \) to 4 (\( n = 4052 \)); (7) \( U = 3 \) to 1 (\( n = 9830 \)); and (8) 0.999 and below (\( n = 135,473 \)). Hiebert found that 90% of the total words on all assessments were accounted for by the words in zones 1 through 5: words that are predicted to have 10 or more appearances per million words of text.

Subsequently, Hiebert [63] analyzed excerpts from the 168 exemplar texts identified by developers of the Common Core State Standards (CCSS) [64]. In texts for grades 2–3, 92.5% of the total words were from word zones one through five. The percentage decreased to 88% for the texts at the grades
College and Career Ready (CCR) level. Hiebert’s conclusion was that the 5586 words in word zones one through five in the EWFG could be regarded as an essential or parsimonious vocabulary for success in school reading, particularly at the elementary grades. An assessment that progressively evaluates students’ facility with the meanings of words in these word zones seemed to be a worthy endeavor. Consequently, the vocabulary component of the InSight assessment [65] was based on the word zone model. The focus was on coordinating words within a particular word zone with a developmental level at which those words are predicted to appear in texts with at least moderate frequency. Information on the factors that influence students’ performances on words from particular word zones can contribute to the underlying research question of this study: What factors influence the ease or difficulty of students’ knowledge of word meanings?

3.1. Method

3.1.1. The Assessment

The vocabulary component of the InSight assessment [65] had 12 levels with two forms, each consisting of 20 items. The 480 words on the assessment (12 levels x 2 forms x 20 items) were derived from the first seven word zones established by Hiebert [63]. The eighth word zone that encompasses words with frequencies less than 1 in the EWFG was not included in the assessment. The assessment was intended to span the school grades of 1–12. The aim was to address word zones 1 through 3 in levels 1 through 3 of the assessment; word zone 4 in levels 4 to 6; word zone 5 in levels 7 to 9, word zone 6 in levels 10 to 11, and word zone 7 in Level 12. The words from word zone 1 were not used after results from an initial pilot test indicated that most students knew these words. Where one or more grades shared a word zone, the words were parsed into an equivalent number of sub-zones.

The goal of creating two forms of the assessment, each with 20 items, meant that words were chosen in pairs. Each set of words assigned to a grade level was divided into 20 groups. The first 2 items of a grade-level assessment came from the first group, the second pair of items from the second group, and so on. Words were sorted within a group for length, grade at which a word was known on the Living Word Vocabulary [38], and part of speech. To the degree possible, words were also matched on morphological family size and concreteness. As evident in Table 2, the features of words at the 12 levels of the final forms of the assessment show that, on the primary features of frequency, morphological frequency, and AoA, a progression of movement from easy to hard was maintained across the levels of the assessment. Differences across levels are not as distinctive on the concreteness feature.

<table>
<thead>
<tr>
<th>Assess. Level</th>
<th>U</th>
<th>Morph. Family Size</th>
<th>Dispersion</th>
<th>Word Length (Letters)</th>
<th>Word Length (Syllables)</th>
<th>Polysemy</th>
<th>Parts of Speech</th>
<th>A of A</th>
<th>Concreteness</th>
<th>Example</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>InSight 1</td>
<td>449.10 (468.80)</td>
<td>742.7 (393.3)</td>
<td>0.90</td>
<td>5.48 (0.11)</td>
<td>1.68 (0.71)</td>
<td>8.8 (5.5)</td>
<td>1.88 (0)</td>
<td>5.21 (1.2)</td>
<td>3.15 (0.19)</td>
<td>words</td>
<td></td>
</tr>
<tr>
<td>InSight 2</td>
<td>222.40 (248.58)</td>
<td>428.58 (360.91)</td>
<td>0.90</td>
<td>5.90 (0.10)</td>
<td>1.85 (0)</td>
<td>12.13 (0.75)</td>
<td>1.80 (0)</td>
<td>6.40 (0.52)</td>
<td>3.06 (0.01)</td>
<td>strong</td>
<td></td>
</tr>
<tr>
<td>InSight 3</td>
<td>134.68 (254.79)</td>
<td>229.74 (306.06)</td>
<td>0.89</td>
<td>7.28 (0.04)</td>
<td>2.60 (0.71)</td>
<td>6.90 (12.0)</td>
<td>1.40 (0)</td>
<td>7.56 (0.69)</td>
<td>2.65 (0.12)</td>
<td>minutes</td>
<td></td>
</tr>
<tr>
<td>InSight 4</td>
<td>80.83 (189.05)</td>
<td>189.05 (139.90)</td>
<td>0.86</td>
<td>6.53 (0.16)</td>
<td>2.28 (0.71)</td>
<td>6.53 (0.71)</td>
<td>1.45 (0)</td>
<td>7.90 (0.13)</td>
<td>2.72 (0.03)</td>
<td>private</td>
<td></td>
</tr>
<tr>
<td>InSight 5</td>
<td>52.43 (205.64)</td>
<td>205.64 (22.63)</td>
<td>0.86</td>
<td>7.28 (0)</td>
<td>2.50 (0)</td>
<td>6.93 (0)</td>
<td>1.60 (0)</td>
<td>8.56 (0.71)</td>
<td>2.49 (0)</td>
<td>opinion</td>
<td></td>
</tr>
<tr>
<td>InSight 6</td>
<td>35.10 (141.83)</td>
<td>141.83 (22.63)</td>
<td>0.87</td>
<td>8.33 (0.16)</td>
<td>2.12 (0)</td>
<td>6.36 (0.71)</td>
<td>1.35 (0)</td>
<td>8.60 (0.71)</td>
<td>2.46 (0)</td>
<td>selection</td>
<td></td>
</tr>
<tr>
<td>InSight 7</td>
<td>24.30 (90.37)</td>
<td>90.37 (22.63)</td>
<td>0.83</td>
<td>8.73 (0)</td>
<td>3.1 (0)</td>
<td>5.43 (0)</td>
<td>1.25 (0)</td>
<td>9.63 (0.71)</td>
<td>2.46 (0.57)</td>
<td>challenge</td>
<td></td>
</tr>
<tr>
<td>InSight 8</td>
<td>16.23 (60.13)</td>
<td>60.13 (9.89)</td>
<td>0.82</td>
<td>8.30 (0.17)</td>
<td>2.93 (0)</td>
<td>4.1 (0)</td>
<td>1.23 (0)</td>
<td>9.49 (0.71)</td>
<td>2.51 (0.94)</td>
<td>isolated</td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Cont.

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>InSight 9</td>
<td>10.30</td>
<td>54.23</td>
<td>0.80</td>
<td>8.33</td>
<td>2.78</td>
<td>4.50</td>
<td>1.38</td>
</tr>
<tr>
<td></td>
<td>(8.49)</td>
<td>(148.58)</td>
<td>(0.14)</td>
<td>(0)</td>
<td>(1.41)</td>
<td>(4.24)</td>
<td>(0.71)</td>
</tr>
<tr>
<td>InSight 10</td>
<td>7.83</td>
<td>34.39</td>
<td>0.74</td>
<td>8.65</td>
<td>3.00</td>
<td>3.80</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td>(8.49)</td>
<td>(10.98)</td>
<td>(0.08)</td>
<td>(2.12)</td>
<td>(1.41)</td>
<td>(1.41)</td>
<td>(0.71)</td>
</tr>
<tr>
<td>InSight 11</td>
<td>4.95</td>
<td>37.84</td>
<td>0.67</td>
<td>8.80</td>
<td>3.18</td>
<td>0.74</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>(6.36)</td>
<td>(3.97)</td>
<td>(0.18)</td>
<td>(0.71)</td>
<td>(0.71)</td>
<td>(0)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>InSight 12</td>
<td>2.14</td>
<td>9.30</td>
<td>0.63</td>
<td>9.05</td>
<td>3.23</td>
<td>2.93</td>
<td>1.13</td>
</tr>
<tr>
<td></td>
<td>(1.76)</td>
<td>(15.73)</td>
<td>(0.25)</td>
<td>(0.71)</td>
<td>(0.71)</td>
<td>(0)</td>
<td>(0.08)</td>
</tr>
<tr>
<td>VASE</td>
<td>20.64</td>
<td>79.21</td>
<td>0.65</td>
<td>7.79</td>
<td>2.60</td>
<td>3.75</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td>(40.62)</td>
<td>(126.27)</td>
<td>(0.20)</td>
<td>(2.14)</td>
<td>(0.97)</td>
<td>(3.42)</td>
<td>(0.54)</td>
</tr>
</tbody>
</table>

**Item format.** The assessment required students to identify a synonym for a highlighted word in a sentence. Seven categories of distractors were identified where words had: (a) an alternate meaning of the word that is not applicable in the context, (b) a thematically related but inappropriate meaning, (c) a potential miscue, (d) an opposite meaning, (e) frequently used in an expression with the highlighted word, (f) shared prefixes or suffixes, and (g) an unrelated meaning. In that the format had four distractors, all distractor types were not used for every item.

The stems for items were short (an average of 6 words) and were intended to reveal nothing about the target word except its part of speech. An illustration of an item is: *I read the entire book.*

The correct response was *whole* and distractors were *not broken, enter, large,* and *part.* The words in the stems, distractors, and correct responses had approximately the same or more frequent U functions as the target word, as indicated in the information from Zeno et al. [31] following each word:

- *I* (4443),
- *read* (436),
- *the* (68,006),
- *entire* (89),
- *book* (290),
- *whole* (270),
- *not* (4356),
- *broken* (106),
- *enter* (66),
- *large* (597),
- *part* (694).

Only one word in this example—the distractor *enter*—had a U function that was less than the target word, but even this difference is not a substantial one.

3.1.2. Variables for Analysis

The set of variables used in analyzing the features of words associated with student performances was the same in both studies. A description of the nine variables follows.

**Length.** The length of the word was the number of letters as calculated by the Word Zone Profiler [67].

**Syllables.** The number of syllables was calculated using the syllabication breakdown found in the first line of the definition after a Google search. Each word was entered into the Google search engine, followed by the word “meaning” to produce the dictionary definition. The word *entire*, for example, was represented as two syllables (en, tire).

**Word Frequency.** The EWFG frequency measure (U function) provided the data for the frequency variable [31].

**Frequency of Morphological Family.** This variable captures the frequency of the members of a word’s morphological family. Frequencies for all members of a word family were obtained from the EWFG database [31]. Becker, Dixon & Anderson-Inman’s [68] morphological database was used to determine which words in the EWFG were morphologically related.

**Dispersion.** The EWFG [31] provides data on dispersion as the level of a word’s use across texts from different content areas. We used this D factor data for the words in the studies.

**Concreteness.** A word’s concreteness was based on the norms developed by Brysbaert, Warriner, and Kuperman [69], which indicate levels of concreteness from 1 (very abstract; e.g., *charity*) to (very concrete; e.g., *chair*).

**AoA.** This variable captures the age at which students typically understand or can use a word in oral language. We used the calculations from the database of Kuperman et al. [8].

**Part of Speech.** This variable captures the number of possible parts of speech for each word according to the WordNet [42] database. For example, the word *zone* could be both a noun and a verb for a score of 2.
Polysemy. This variable was calculated as the sum of all meanings of a word from all possible parts of speech according to WordNet [42].

All 480 words in the InSight assessment were coded according to the nine features (as was also the case with the 172 words in the VASE assessment in the second study). Descriptive statistics of the word features at the 12 levels of the InSight assessment are provided in Table 2.

3.2. Sample of Students

The InSight vocabulary assessment was administered to 28,901 students in grades 2 through 12 from 2469 schools across 46 states in the U.S. Of the 2247 schools for which demographic data were available, schools were distributed over three contexts: urban (27.5%), suburban (33%), and small town and rural (39.6%) and across four regions of the U.S: Northeast (4%), Midwest (12%), South (63%), and West (21%).

The 28,901 students were distributed across grade bands as follows: Grades 2–3, 1929; grades 4–5: 7472; grades 6–8: 13,731; and grades 9–12: 5769. For the 17,919 students for whom gender data were available, 51% were female and 49% were male. Racial/ethnicity (available for 14,133 students) was distributed as follows: American-Indian/Alaska Native/Native Hawaiian/Pacific Islander (0.81%), Asian-American (2.5%), African-American (42.4%), European-American (31.5%), Hispanic-American (21.7%), and two or more races (1.1%).

The data collection was part of the end-of-the-year assessment of students who had participated in the Reading Plus program over the academic year. The assessment is administered digitally in groups in either classroom or laboratory settings. The InSight assessment is adaptive. Students are first assigned the form for their grade level. If students’ scores fall below 70% correct on the grade-level form, they are given the form for the adjacent lower level, and so forth until they perform at 70% or higher or until they have reached the first level of the assessment. If students’ performances on the grade-level form are above 70%, they receive forms for subsequent grade levels until their scores fall below 70%. Across the 480 items, there was an average of 8865 responses. The dataset consisted of the proportion of correct responses to each word for four grade bands: Grades 2–3, 4–5, 6–8, and 9–12.

3.3. Data Analysis

We analyzed the data in two steps. The first involved looking at the overall performance of students on items (i.e., each of the 480 words) with word characteristics as moderator variables. This involved fitting a series of hierarchical models with words on level one and grade (of students) on level two. To fit these models, we used the R base program combined with the lmer4 package for hierarchical linear models [70,71]. Additionally, we applied a logistic transformation to the outcome variable (proportion correct) to normalize the outcome variable and apply linear regressions. The first model is an intercept only model (null model) and a random effect (variability), used as the base model to enable a likelihood ratio test in subsequent models. The second and third models include word feature variables indicating the proportion accounted for by each variable as well as the impact on the outcome variable $p$. Each model was compared to the previous model via likelihood ratio test to determine whether the additional factors account for variability.

The second step involved examining the performance of word features for each subgroup (i.e., the 4 grade groups) individually via a series of regression models. This analysis permitted an examination of which word features were important for each group level. Such an analysis is necessary because, for some variables such as word frequency, it would be expected that older students would perform better on words with lower frequencies since they have had exposure to these words over a longer period of time.
3.4. Results

3.4.1. Word Characteristics: Overall

The null model showed a large amount of variability between grades. The second model, which included word features (e.g., length, polysemy), accounted for a significant amount of variability over model 1 (see Table 3). The third model with dummy coded variables that represent student grade ranges showed that grade level accounts for a significant amount of variability beyond word characteristics alone.

Table 3. Model Fit Between Three Models.

<table>
<thead>
<tr>
<th>Model Comparison</th>
<th>AIC</th>
<th>BIC</th>
<th>LogLike</th>
<th>Deviance</th>
<th>Chi X</th>
<th>df</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>M0: Null</td>
<td>4047.30</td>
<td>4064.00</td>
<td>−2020.70</td>
<td>4041.30</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>M1: +Characteristics</td>
<td>3476.00</td>
<td>3542.70</td>
<td>−1726.00</td>
<td>3452.00</td>
<td>589.32</td>
<td>9</td>
<td>p &lt; 0.001</td>
</tr>
<tr>
<td>M3: +Grade Level</td>
<td>3354.30</td>
<td>3437.70</td>
<td>−1662.20</td>
<td>3324.30</td>
<td>127.66</td>
<td>3</td>
<td>p &lt; 0.001</td>
</tr>
</tbody>
</table>

The null model shows that a large amount of variability occurs between grades (intraclass correlation = 0.62). The grand mean $\gamma_{00} = 1.05$ indicates that, on average, students answer a word correctly $\exp(1.05)/1+\exp(1.05) = 0.74$, or 74% of the time with a grade-level variability of $u_0 = 0.82$. In the second model, the nine word features were included (i.e., word frequency, polysemy, etc.). The variables in model two accounted for a significant amount of variability over model one, $\chi^2(9) = 589.32, p < 0.001$ (See Table 3). Of the nine variables included in the model, only two were significant across grade levels: word frequency and AoA (See Table 4). For word frequency, the results indicate that, as the frequency of the word gets smaller, the proportion correct tends to decrease. Next, the results also indicate that students tend to fail to answer words correctly when the word has a higher AoA (i.e., known by older but not younger students).

Table 4. HLM Estimates of Main Effects.

<table>
<thead>
<tr>
<th>Fixed Effects:</th>
<th>M0: Null Model</th>
<th>SE</th>
<th>p-Value</th>
<th>M1: +Characteristic</th>
<th>SE</th>
<th>p-Value</th>
<th>M2: +Grades</th>
<th>SE</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.0490</td>
<td>0.0392</td>
<td>&lt;0.001</td>
<td>2.51</td>
<td>0.53</td>
<td>&lt;0.001</td>
<td>2.3410</td>
<td>0.5273</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Freq</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.28</td>
<td>0.06</td>
<td>&lt;0.001</td>
<td>-0.2757</td>
<td>0.0594</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Morph</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.08</td>
<td>0.05</td>
<td>0.140</td>
<td>-0.0740</td>
<td>0.0508</td>
<td>0.236</td>
</tr>
<tr>
<td>Disp</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.15</td>
<td>0.32</td>
<td>0.644</td>
<td>0.1352</td>
<td>0.3233</td>
<td>0.946</td>
</tr>
<tr>
<td>Length</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.03</td>
<td>0.03</td>
<td>0.388</td>
<td>0.0277</td>
<td>0.0316</td>
<td>0.495</td>
</tr>
<tr>
<td>Syllab</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.09</td>
<td>0.07</td>
<td>0.218</td>
<td>-0.0854</td>
<td>0.0690</td>
<td>0.191</td>
</tr>
<tr>
<td>Polysem</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.740</td>
<td>-0.0029</td>
<td>0.0091</td>
<td>0.939</td>
</tr>
<tr>
<td>Pos</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.04</td>
<td>0.07</td>
<td>0.582</td>
<td>-0.0404</td>
<td>0.0712</td>
<td>0.341</td>
</tr>
<tr>
<td>Age</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.15</td>
<td>0.03</td>
<td>&lt;0.001</td>
<td>-0.1458</td>
<td>0.0264</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Concrete</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.03</td>
<td>0.06</td>
<td>0.623</td>
<td>0.0229</td>
<td>0.0576</td>
<td>0.767</td>
</tr>
<tr>
<td>is 4th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.2753</td>
<td>0.0251</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>is 6th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1656</td>
<td>0.0239</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>is 9th</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.1757</td>
<td>0.0256</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Random Effects:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a2e</td>
<td>0.6725</td>
<td>0.6502</td>
<td>0.6505</td>
<td>0.6505</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a2u0</td>
<td>0.2625</td>
<td>134.6224</td>
<td>123.5799</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.4.2. Word Characteristics: Grade Bands

Next, to examine the influence of word features at different grade bands, we implemented a series of regression analyses (see Table 5). These analyses test how much impact each word feature has on the proportion of items correct at each grade band. Frequency and AoA were statistically significant across all grade levels, after adjusting for multiple comparisons via Bonferroni correction (alpha/10). The influence of frequency and AoA on proportion correct at each grade level is depicted in Figures 1 and 2.
Table 5. Regression Coefficients for Word Characteristics.

<table>
<thead>
<tr>
<th>Word Characteristics</th>
<th>Grades 2–3</th>
<th></th>
<th>Grades 4–5</th>
<th></th>
<th>Grades 6–8</th>
<th></th>
<th>Grades 9–12</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coef (SE)</td>
<td>p-Val</td>
<td>Coef (SE)</td>
<td>p-Val</td>
<td>Coef (SE)</td>
<td>p-Val</td>
<td>Coef (SE)</td>
<td>p-Val</td>
</tr>
<tr>
<td>Intercept</td>
<td>2.455</td>
<td>0.000</td>
<td>3.0359</td>
<td>0.000</td>
<td>2.5839 (0.5887)</td>
<td>0.000</td>
<td>2.4958 (0.5749)</td>
<td>0.000</td>
</tr>
<tr>
<td>Frequency</td>
<td>–0.0013 (0.0003)</td>
<td>0.0000</td>
<td>–0.0016 (0.0004)</td>
<td>0.0002</td>
<td>–0.0025 (0.0005)</td>
<td>0.0000</td>
<td>–0.0031 (0.0006)</td>
<td>0.0000</td>
</tr>
<tr>
<td>Morphology</td>
<td>–0.0002 (0.0001)</td>
<td>0.1100</td>
<td>–0.0003 (0.0002)</td>
<td>0.1067</td>
<td>–0.0002 (0.0002)</td>
<td>0.2120</td>
<td>–0.0002 (0.0002)</td>
<td>0.2740</td>
</tr>
<tr>
<td>Dispersion</td>
<td>0.1487 (0.4313)</td>
<td>0.7300</td>
<td>–0.075 (0.4576)</td>
<td>0.8699</td>
<td>0.1336 (0.3795)</td>
<td>0.7250</td>
<td>0.2209 (0.3476)</td>
<td>0.5250</td>
</tr>
<tr>
<td>Length</td>
<td>–0.0014 (0.0312)</td>
<td>0.9630</td>
<td>0.0207 (0.0353)</td>
<td>0.5576</td>
<td>0.0314 (0.0338)</td>
<td>0.3540</td>
<td>0.0222 (0.0339)</td>
<td>0.5130</td>
</tr>
<tr>
<td>Syllables</td>
<td>–0.0783 (0.0642)</td>
<td>0.006</td>
<td>–0.0543 (0.0736)</td>
<td>0.4611</td>
<td>–0.0597 (0.0734)</td>
<td>0.4160</td>
<td>–0.0167 (0.0744)</td>
<td>0.8230</td>
</tr>
<tr>
<td>Polysemy</td>
<td>0.006 (0.0062)</td>
<td>0.3320</td>
<td>0.0122 (0.0084)</td>
<td>0.1480</td>
<td>–0.0003 (0.0103)</td>
<td>0.9730</td>
<td>–0.0048 (0.0118)</td>
<td>0.6820</td>
</tr>
<tr>
<td>Parts of Speech</td>
<td>–0.0387 (0.0558)</td>
<td>0.4890</td>
<td>–0.1512 (0.0702)</td>
<td>0.0318</td>
<td>–0.0853 (0.0765)</td>
<td>0.2650</td>
<td>–0.0343 (0.0806)</td>
<td>0.6710</td>
</tr>
<tr>
<td>Age of Acquisition</td>
<td>–0.158 (0.0261)</td>
<td>0.0000</td>
<td>–0.1767 (0.0295)</td>
<td>0.0000</td>
<td>–0.1516 (0.0284)</td>
<td>0.0000</td>
<td>–0.1459 (0.0283)</td>
<td>0.0000</td>
</tr>
<tr>
<td>Concreteness</td>
<td>–0.0003 (0.0472)</td>
<td>0.9950</td>
<td>0.0495 (0.059)</td>
<td>0.4012</td>
<td>0.0409 (0.062)</td>
<td>0.5100</td>
<td>0.0113 (0.0654)</td>
<td>0.8630</td>
</tr>
</tbody>
</table>
which was not available during the word-selection process, was used. The correlation between the patterns translate into conclusions that only infrequent and unfamiliar words should be taught. Rather, the patterns suggest that these variables should be considered in the selection of words for instruction. Furthermore, the strength of frequency and AoA in predicting students' word knowledge does not translate into conclusions that only frequent and familiar words should be taught. Nor do these

We had anticipated that morphological family size might prove to be a stronger predictor of students' performances than proved to be the case, especially considering research linking family size and AoA metrics but were not known by students.

The role of frequency and AoA in students' word knowledge could be viewed as expected in that exposure to words, either in oral language and text or both, is required for acquisition. However, the finding that the average correct rate was 74% indicates that there were

The first two criteria for selecting words for the assessment were frequency and part of speech. Pairs of words, one for each of the two assessment forms, were then vetted for comparable features on word familiarity, size of morphological family, number of syllables, and concreteness. Students' performances on the vocabulary items were analyzed using measures of these criteria and, additionally, dispersion and polysemy. One of the original variables—familiarity—was assessed with

Scatter plots for word frequency against logit transformed proportion correct for each grade level. The regression line becomes steeper for each grade level indicating the importance of frequency for older students.

Figure 1. Scatter plots for word age of acquisition against logit transformed proportion correct for each grade level. The regression line remains stable across all grade groups indicating that age of acquisition has equal importance for all grade levels in predicting proportion of items correct. Scatter plots for word frequency against logit transformed proportion correct for each grade level. The line remains stable across all grade groups indicating that age of acquisition has equal importance for all grade levels in predicting proportion of items correct.

Figure 2. Cont.
The first two criteria for selecting words for the assessment were frequency and part of speech. Pairs of words, one for each of the two assessment forms, were then vetted for comparable features on word familiarity, size of morphological family, number of syllables, and concreteness. Students’ performances on the vocabulary items were analyzed using measures of these criteria and, additionally, dispersion and polysemy. One of the original variables—familiarity—was assessed with a measure unique from that used in the original selection process. In the original selection of words, grade norms from the LWV [38] were used to determine familiarity. In the current analysis, AoA [8], which was not available during the word-selection process, was used. The correlation between the grade norms of the LWV and the AoA ratings for the 480 words in the assessment was in the moderate range (r = 0.57). Similar to the findings of other studies [72,73], the AoA norms [8] performed robustly.

We had anticipated that morphological family size might prove to be a stronger predictor of students’ performances than proved to be the case, especially considering research linking family size to word knowledge [74,75]. Rather, the most consistent and strongest predictions came from frequency and AoA. The role of frequency and AoA in students’ word knowledge could be viewed as expected in that exposure to words, either in oral language and text or both, is required for acquisition. However, the finding that the average correct rate was 74% indicates that there were words that shared frequency and AoA metrics but were not known by students.

Furthermore, the strength of frequency and AoA in predicting students’ word knowledge does not translate into conclusions that only frequent and familiar words should be taught. Nor do these patterns translate into conclusions that only infrequent and unfamiliar words should be taught. Rather, the patterns suggest that these variables should be considered in the selection of words for instruction. If students at particular grade bands do not know particular words that can be expected to appear with some frequency in texts, these words should be a priority. Rather than devoting instructional time to words that are already known by students, vocabulary instruction should prepare students for the words that can be anticipated to appear with frequency in current and subsequent levels of text.

At the present time, criteria of frequency and AoA do not appear to undergird the selection of vocabulary instruction in core reading programs. Among the 685 words chosen for third-grade vocabulary instruction across three core reading programs [5], half of the words were quite frequent (X = 57.2) and half were quite rare (X = 4.6). Furthermore, half of the vocabulary had a relatively low AoA (X = 6.7) and half had a relatively high AoA (X = 9.6). If the goal is to close the vocabulary gap and expand students’ vocabulary and comprehension prowess, words that are either too easy or too hard would not seem to be a good use of school time. The present findings would suggest the need to locate words within a “sweet spot” where instructed words are ones that will increase students’ facility with text but are unknown by students.

Figure 2. Scatter plots for word age of acquisition against logit transformed proportion correct for each grade level. The line remains stable across all grade groups indicating that age of acquisition has equal importance for all grade levels in predicting proportion of items correct.

### 3.5. Summary

The first two criteria for selecting words for the assessment were frequency and part of speech. Pairs of words, one for each of the two assessment forms, were then vetted for comparable features on word familiarity, size of morphological family, number of syllables, and concreteness. Students’ performances on the vocabulary items were analyzed using measures of these criteria and, additionally, dispersion and polysemy. One of the original variables—familiarity—was assessed with a measure unique from that used in the original selection process. In the original selection of words, grade norms from the LWV [38] were used to determine familiarity. In the current analysis, AoA [8], which was not available during the word-selection process, was used. The correlation between the grade norms of the LWV and the AoA ratings for the 480 words in the assessment was in the moderate range (r = 0.57). Similar to the findings of other studies [72,73], the AoA norms [8] performed robustly.

We had anticipated that morphological family size might prove to be a stronger predictor of students’ performances than proved to be the case, especially considering research linking family size to word knowledge [74,75]. Rather, the most consistent and strongest predictions came from frequency and AoA. The role of frequency and AoA in students’ word knowledge could be viewed as expected in that exposure to words, either in oral language and text or both, is required for acquisition. However, the finding that the average correct rate was 74% indicates that there were words that shared frequency and AoA metrics but were not known by students.

Furthermore, the strength of frequency and AoA in predicting students’ word knowledge does not translate into conclusions that only frequent and familiar words should be taught. Nor do these patterns translate into conclusions that only infrequent and unfamiliar words should be taught. Rather, the patterns suggest that these variables should be considered in the selection of words for instruction. If students at particular grade bands do not know particular words that can be expected to appear with some frequency in texts, these words should be a priority. Rather than devoting instructional time to words that are already known by students, vocabulary instruction should prepare students for the words that can be anticipated to appear with frequency in current and subsequent levels of text.

At the present time, criteria of frequency and AoA do not appear to undergird the selection of vocabulary instruction in core reading programs. Among the 685 words chosen for third-grade vocabulary instruction across three core reading programs [5], half of the words were quite frequent (X = 57.2) and half were quite rare (X = 4.6). Furthermore, half of the vocabulary had a relatively low AoA (X = 6.7) and half had a relatively high AoA (X = 9.6). If the goal is to close the vocabulary gap and expand students’ vocabulary and comprehension prowess, words that are either too easy or too hard would not seem to be a good use of school time. The present findings would suggest the need to locate words within a “sweet spot” where instructed words are ones that will increase students’ facility with text but are unknown by students.
4. Study Two

The first study showed that the frequency of words and AoA predicted students’ knowledge of words anticipated to appear with some frequency at different developmental levels. The second study provides triangulation for the findings of the first study as it differs from the first in design, word selection, and the population involved. A question that remains is whether the same variables predict students’ performances on an assessment that was not derived from a model where words were chosen for particular grade bands based on their frequency.

A second question that was not addressed by the first study is how status as a native or non-native English speaker might influence performance on the variables. In 2017, over two and a half million students (42%) in Californian schools spoke a language other than English in their homes [76], a demographic shift reflected across the nation. This second study looks explicitly at students who are English learners. They comprise a significant portion of students in today’s classrooms and this population may perform differently than native English speakers on tests of English vocabulary knowledge. Scholars looking at language acquisition in a second language have examined features of words such as those explored in the first study. A review of research [77] showed that, in addition to morphological complexity and polysemy, features such as the pronounceability of words, similarity of lexical form (synformy), idiomatic expressions, and specificity of register contributed to difficulty of word knowledge among ELs. There was not, however, a clear effect for word length, part of speech or concreteness/abstractness. In contrast, more recent research shows that ELs learn and use concrete words earlier and more easily than abstract words [78,79].

The second study uses the same methodology (logistically transformed proportions) in a non-hierarchical manner and examines the predictive nature of word features that influence student vocabulary performances. The measure used in this study, however, is unique in its representation of vocabulary knowledge—both from the measure used in study 1 and in other previous research. The VASE assessment [66] measures knowledge of individual words from students’ responses to a set of questions about the words ranging from their level of confidence in knowing the word, to information about the word’s semantic attributes, morphology, use in context, definition, and part(s) of speech. Word selection was based on teacher and researcher evaluation of the familiarity of selected items using words from an exhaustive review of grade-level math, science, and social studies textbooks, basal readers, Newbery Award-winning novels, and the California standards in English language arts. Furthermore, the nature of variables that predict English learners’ performances were also considered in this study. The criteria for word selection, the assessment task, and the composition of the sample differed in this study from that of study 1. The research question, however, remained the same: What factors predict the ease or difficulty of students’ knowledge of a word?

4.1. Method

VASE Vocabulary Assessment

The VASE assessment was developed primarily as a “proof of concept” study but has also been used to successfully assess the efficacy of the Word Learning Strategies program [80]. The VASE assessment consists of four 24-item multiple-choice tests that are each timed for 15 min. The four tests in the VASE assessment are linked using common-item equating, with four words appearing on all versions of the tests. There are two equivalent forms for fourth grade and two for fifth grade. Scores are reported on a common scale that spans the two grades, allowing for longitudinal tracking of vocabulary growth. The features of the 172 words on the various forms and tests of the VASE are summarized in Table 2.
The VASE assessment was given to 6976 fourth- and fifth-grade students in school districts across the state of California, including urban, suburban, and rural areas. Within the sample, 53% were female and 47% were male. Ethnicity was distributed as follows: Caucasian (24%), Latinx (40%), Asian (16%), African-American (7%), Filipinio (4%), and more than one ethnicity (9%).

A little over half of the sample were native English speakers (52%). The rest were classified as having different levels of English: (a) English learners (30%), (b) bilingual students deemed to be fluent in English on school entry (2%), or (c) students who had been redesignated as English Proficient in an earlier grade (16%).

The VASE assessment was developed to explore multiple dimensions of word knowledge. The six components it addresses—metacognition, semantics, morphology, syntax, definitions, and polysemy—each appear to make related but independent contributions to the richness of word knowledge [81]. Students were asked six multiple-choice questions about each word: (a) How well they know a word; (b) If they can identify a synonym related to the target word; (c) If they can identify an appropriate morphological family member; (d) If they can choose the sentence that uses the word correctly; (e) If they can choose an appropriate definition; and (f) If they can identify the part or parts of speech that could fit the word. For each question, students select one of four options. The scores reported in this study are a composite of these questions based on Thissen, Steinberg & Mooney’s [82] “testlet” construct in which related items are linked to create one larger, graded item and Samejima’s [83] graded IRT model.

In item response theory (the approach used for scaling the tests), reliability varies as a function of proficiency. However, it may be summarized for a test by averaging over the proficiency distribution, resulting in a single marginal reliability for the test. Marginal reliability for the VASE tests ranged from 0.91 to 0.93. The word-selection process, which drew words from typical classroom materials using the expertise of skilled fourth- and fifth-grade teachers in all stages of the assessment’s development, provides a strong foundation for the validity of the VASE assessment.

Because words were selected from intact texts, they were found in various morphological forms. An algorithm was used to choose the tested words from the words selected by the teachers resulting in the use of the intact morphological form, not the root word, in the assessment. For instance, VASE presented the words admiration instead of admire and graphs instead of graph. The selected words were extensively piloted and culled to develop the final set of words for the assessment.

4.2. Analysis and Results

Descriptive statistics for the variables in study 2 are included in Table 2. The present analysis used the same factors as in study 1 but operationalized in a different fashion to predict performance on the VASE assessment. In the VASE analysis, word location was included as a predictor because VASE was a speeded test. The more frequent and easier words were at the beginning of the test, along with the linking items (words common to all four tests). Many students did not reach the words on the latter portion of the assessment, making these words inherently more difficult. Word Location ranges from 1 (first item on the test) to 24 (last item on the test) with an average of 13.69 and standard deviation of 6.58.

The estimated coefficient for location is –0.1926, and the intercept is 2.0988 (see Table 6). The back transformation to change the proportion metric is \( p = \frac{e^{(2.0988) - 0.1926\times 1}}{1 + e^{(2.0988) - 0.1926\times 12}} = 0.87 \). In contrast, the expected proportion of passing a word in the 12th position would be \( p = \frac{e^{(2.0988) - 0.1926\times 12}}{1 + e^{(2.0988) - 0.1926\times 12}} = 0.45 \).
Table 6. Beta Regression Analysis of Word Difficulty (All VASE Students).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coefficient</th>
<th>SE</th>
<th>Z Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>2.0988</td>
<td>0.6221</td>
<td>3.3740</td>
<td>0.0000</td>
</tr>
<tr>
<td>Word Location</td>
<td>-0.1926</td>
<td>0.0116</td>
<td>-16.5970</td>
<td>0.0000</td>
</tr>
<tr>
<td>Word Frequency</td>
<td>0.0008</td>
<td>0.0018</td>
<td>0.4200</td>
<td>0.6748</td>
</tr>
<tr>
<td>Morphology</td>
<td>0.0002</td>
<td>0.0005</td>
<td>0.3460</td>
<td>0.7293</td>
</tr>
<tr>
<td>Dispersion</td>
<td>0.1609</td>
<td>0.3910</td>
<td>0.4110</td>
<td>0.6808</td>
</tr>
<tr>
<td>Length</td>
<td>-0.1253</td>
<td>0.0561</td>
<td>-2.2350</td>
<td>0.0254</td>
</tr>
<tr>
<td>Syllables</td>
<td>0.3239</td>
<td>0.1236</td>
<td>2.6200</td>
<td>0.0000</td>
</tr>
<tr>
<td>Parts of Speech</td>
<td>0.1390</td>
<td>0.1383</td>
<td>1.0050</td>
<td>0.3150</td>
</tr>
<tr>
<td>Polysemy</td>
<td>-0.0352</td>
<td>0.0251</td>
<td>-1.4020</td>
<td>0.1608</td>
</tr>
<tr>
<td>Age of Acquisition</td>
<td>-0.1019</td>
<td>0.0360</td>
<td>-2.8320</td>
<td>0.0046</td>
</tr>
<tr>
<td>Concreteness</td>
<td>0.1544</td>
<td>0.0734</td>
<td>2.1040</td>
<td>0.0354</td>
</tr>
</tbody>
</table>

Note: Phi = 17.993; $R^2 = 0.8677$.

Table 6 shows the estimated coefficients for all VASE respondents, along with their standard errors, test statistics, and $p$ values. The significant predictors of proportion passing the item are word location, word length, number of syllables, AoA, and concreteness.

Further analyses were conducted for both the native English speakers and the English learners, as seen in Tables 7 and 8. The patterns differ slightly as the role of concreteness was highly significant for the EL students, and not significant for native English speakers. Thus, the finding of significance in the overall analysis seems to be driven by the EL students.

Table 7. Beta Regression Analysis of Word Difficulty (VASE Native English Speakers).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coefficient</th>
<th>SE</th>
<th>Z Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>2.5000</td>
<td>0.6095</td>
<td>4.1010</td>
<td>0.0000</td>
</tr>
<tr>
<td>Word Location</td>
<td>-0.2046</td>
<td>0.0119</td>
<td>-17.2310</td>
<td>0.0000</td>
</tr>
<tr>
<td>Word Frequency</td>
<td>0.0011</td>
<td>0.0019</td>
<td>0.5990</td>
<td>0.5491</td>
</tr>
<tr>
<td>Morphology</td>
<td>0.0000</td>
<td>0.0004</td>
<td>-0.0090</td>
<td>0.9931</td>
</tr>
<tr>
<td>Dispersion</td>
<td>0.0748</td>
<td>0.3927</td>
<td>0.1900</td>
<td>0.8490</td>
</tr>
<tr>
<td>Length</td>
<td>-0.1221</td>
<td>0.0566</td>
<td>-2.1570</td>
<td>0.0310</td>
</tr>
<tr>
<td>Syllables</td>
<td>0.2832</td>
<td>0.1263</td>
<td>2.2420</td>
<td>0.0250</td>
</tr>
<tr>
<td>Parts of Speech</td>
<td>0.1568</td>
<td>0.1400</td>
<td>1.1200</td>
<td>0.2626</td>
</tr>
<tr>
<td>Polysemy</td>
<td>-0.0269</td>
<td>0.0253</td>
<td>-1.0620</td>
<td>0.2848</td>
</tr>
<tr>
<td>Age of Acquisition</td>
<td>-0.0836</td>
<td>0.0354</td>
<td>-2.3610</td>
<td>0.0182</td>
</tr>
<tr>
<td>Concreteness</td>
<td>0.1228</td>
<td>0.0752</td>
<td>1.6330</td>
<td>0.1025</td>
</tr>
</tbody>
</table>

Note: phi = 17.38; $R^2 = 0.8670$.

Table 8. Beta Regression Analysis of Word Difficulty (VASE EL Students).

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Coefficient</th>
<th>SE</th>
<th>Z Value</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>0.7095</td>
<td>0.6035</td>
<td>1.1760</td>
<td>0.2398</td>
</tr>
<tr>
<td>Word Location</td>
<td>-0.1718</td>
<td>0.0114</td>
<td>-15.1230</td>
<td>0.0000</td>
</tr>
<tr>
<td>Word Frequency</td>
<td>0.0015</td>
<td>0.0017</td>
<td>0.9310</td>
<td>0.3518</td>
</tr>
<tr>
<td>Morphology</td>
<td>0.0001</td>
<td>0.0005</td>
<td>0.1740</td>
<td>0.8617</td>
</tr>
<tr>
<td>Dispersion</td>
<td>0.4053</td>
<td>0.4049</td>
<td>1.0010</td>
<td>0.3168</td>
</tr>
<tr>
<td>Length</td>
<td>-0.1516</td>
<td>0.0566</td>
<td>-2.6800</td>
<td>0.0074</td>
</tr>
<tr>
<td>Syllables</td>
<td>0.4401</td>
<td>0.1262</td>
<td>3.4880</td>
<td>0.0005</td>
</tr>
<tr>
<td>Parts of Speech</td>
<td>0.1239</td>
<td>0.1343</td>
<td>0.9230</td>
<td>0.3660</td>
</tr>
<tr>
<td>Polysemy</td>
<td>-0.0437</td>
<td>0.0242</td>
<td>-1.8060</td>
<td>0.0710</td>
</tr>
<tr>
<td>Age of Acquisition</td>
<td>-0.1219</td>
<td>0.0332</td>
<td>-3.6700</td>
<td>0.0002</td>
</tr>
<tr>
<td>Concreteness</td>
<td>0.2748</td>
<td>0.0723</td>
<td>3.8000</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Note: Phi = 21.068; $R^2 = 0.8656$. 
4.3. Summary

The results of the second study indicate that word location, AoA, word length, number of syllables, and concreteness were all significant word-level factors that contributed to performance on the VASE assessment. At first glance, the lack of significance in this study for word frequency may appear unexpected. This finding, however, may well represent a confound of word frequency with word location. When the VASE tests were created, there was a deliberate effort to order the words by difficulty. Since word frequency was involved in those decisions, it is likely that it is subsumed by word location in the analyses.

Like the first study, AoA was highly predictive of performance on the VASE test. However, this analysis also indicated that the graphic form of the word, as measured by the number of letters and syllables also influenced the performance of these 4th and 5th grade students. A potential explanation for the prominence of these variables in the second study but not the first study may lie in the comparative rareness of the words in the VASE assessment relative to the InSight assessment. The mean U function for the VASE was 20.64 (SD = 40.62), while the mean U function for the grades 4–5 levels of the InSight was 66.23 (SD = 16.67). The likelihood that students had encountered many of the words on the VASE previously were substantially less than for words on the InSight. Furthermore, words on the VASE were longer than those on the grades 4–5 levels of InSight: X = 7.79 (SD = 2.14) for the former and X = 6.90 (SD = 1.54) for the latter. Findings from previous studies confirm the influence of word and syllable length on students’ recognition of words [35,36].

An intriguing result relates to the concreteness factor, which was highly predictive for the English learners but not significant for students whose native language was English. This finding could be partially attributed to the preponderance of nouns in VASE. We carefully constructed the test to represent four parts of speech (adverbs, adjectives, nouns, and verbs) in relative proportion to the English language. As a result, 58% of the words were nouns, with a mean of 3.12 on the BRM Concreteness Scale from 1 (abstract) to 5 (concrete) [69].

5. Overall Discussion

The two assessments that provided the data on student vocabulary knowledge differed from one another on several dimensions. First, the content that was assessed by the two assessments differed. The InSight vocabulary assessment was designed to test students’ knowledge of core vocabulary, while the VASE used words that teachers had identified as likely challenging for grade-level students. Item formats of the two assessments also differed with a fairly conventional format of stems and single word responses on the InSight assessment and six questions that each queried students’ knowledge of unique dimensions of word knowledge on the VASE.

Even with these differences in content and format, one variable reliably predicted students’ word knowledge of the two assessments—AoA. AoA gives an indication of when words typically appear in students’ oral vocabularies. This result makes sense, as it is much more difficult for students to perform well on vocabulary assessments when the words on the test are not part of their oral vocabularies. Additionally, word frequency was a critical variable on both assessments. For the InSight measure, this variable proved the strongest predictor. Although frequency did not appear to be significant in the analysis of the VASE data, word location was a significant factor. The construction of the VASE assessment was such that frequency was subsumed in the word location factor, making it likely to be a proxy for frequency. Thus, in both assessments, exposure to words in written language was a strong predictor of knowledge of word meaning. As with the finding on AoA, this result is understandable. That is, when students have opportunities to encounter words in texts, they gain knowledge about those words. These findings, of course, do not mean that only words with high frequency or high familiarity should be taught or, conversely, only words with low frequency or low familiarity. As has been discussed previously—and will be addressed in more depth in the following section on implications of the findings for curriculum design and instruction—word selection based
on data on known and unknown words and their role in texts at particular grade bands can ensure that students are extending their vocabularies strategically and efficiently.

After AoA and frequency, there was divergence in the variables that accounted for students’ performances on the two unique assessments. On the VASE assessment, syllabication, word length and concreteness were also salient variables. Word length and the concomitant number of syllables have been found to predict the rapidity with which students recognize words and their meanings [35]. It is likely that many students had not encountered the words on the VASE in texts previously, at least according to teachers’ views. Presumably, the meanings of the words and also the structure (i.e., word length, syllabication, derivations) influenced teachers’ choices and consequently the words on the VASE test.

The finding that concreteness predicted performances on the VASE assessment, especially for English learners, indicates that this could be an important and under-acknowledged factor in vocabulary learning and assessment. Others have described the role of realia and concrete nouns in English learners’ instruction in English [84]. The findings of this study provide additional evidence for instruction that emphasizes concrete nouns as a way of supporting English learners in connecting known concepts to the new English orthographic and phonological forms. While ELs should not be shielded from learning academically complex vocabulary, this finding points directly to the importance of careful selection of words during instruction and on measures of assessment, especially when students are learning English.

6. Implications for Curriculum Design and Instruction

The findings that word frequency and AoA predicted students’ performances could be met with the response, “Of course. Isn’t that to be expected? Wouldn’t that be especially anticipated when the words on the InSight assessment were chosen to represent bands according to frequency in written English?” Such an observation fails to recognize several aspects of the words in the assessments, particularly of the InSight assessment, as well as the aims of this study, which was to provide guidance for curriculum developers, publishers, and teachers in which words to choose for instruction.

First, while it is the case that the InSight assessment aimed to establish students’ facility with words chosen according to frequency norms, the assessment is not a simple measure of frequency. General academic words are prominent in the InSight vocabulary corpus: 65% of all InSight words appear in Gardner and Davies’s [85] Academic Vocabulary List. General academic words are already apparent in levels 1 through 3 of the InSight assessment where 51% of the words are on the Gardner and Davies list. General academic words have been identified as words that are relatively abstract and frequently not the focus of instruction in English/Language Arts or in content areas, making these words challenging for many students [86].

Second, findings that show that students are more likely to know words as a function of frequency and AoA does not translate into information as to what words are known by individual students or even groups of students. To identify the words that are known by individuals and also groups of students (as well as those words that are likely not known) requires analyses of individuals’ responses to specific words. Landauer, Kireyev, and Panaccione [87] called for the individualization of vocabulary instruction but, at the time of the publication of their article, assessments based on systematic analyses of critical word features were not available. Such assessments are now available and provide the means whereby publishers and curriculum developers can create vocabulary curriculum that may address the gap in vocabulary to a greater degree than was possible in the past. The specific information on which words are likely to be known and which ones are not requires further investigation. However, the instruments to gather such information are available for publishers and curriculum designers.

Finally, we repeat our cautions regarding interpretations of the current findings as justification for emphasizing either words with high frequency and familiarity or words with low frequency and familiarity in instruction. Our rationale for this study was to direct attention of curriculum designers and publishers to the availability of data from large-scale studies that can ensure that the focus words of
instruction are ones with which students are not yet facile, but which are predicted to appear in current and subsequent grade bands. That is, data from large-scale assessments can support parsimonious vocabulary instruction where students’ time is spent on words that matter in texts and academic conversations and are not yet known with ease.

7. Limitations and Future Research

This project breaks ground in providing information on students’ word knowledge by using data from existing vocabulary assessments. The approach of using data on students’ performances on vocabulary assessment to determine features that influence word knowledge appears to be a productive direction for research. At the same time, we recognize the limitations of the project and the need for studies that replicate the approach and address unanswered questions in this study.

A question that was not addressed in either study is the degree to which these two assessments are an indication of students’ ability to comprehend text. To date, data are not available on the predictive validity of the VASE on tests of reading comprehension but there is evidence that the InSight vocabulary component does predict comprehension. The InSight vocabulary measure has been found to have relatively high correlations with reading comprehension assessments of three types: a state assessment (Florida Standards Assessment): r = 0.66; a consortium assessment (Smarter Balanced Assessment Consortium): r = 0.83; and a norm-referenced assessment (GRADE): r = 0.84 [88].

Such strong relationships raise the question of whether vocabulary instruction, particularly interventions, that use data on students’ knowledge of the core vocabulary could influence comprehension performances. To date, vocabulary interventions have been surprisingly ineffective in changing student performances on generalized comprehension measures [89]. One explanation is that interventions have typically not focused on the words most prominent in the lexicon at different developmental levels. English has an exceptionally large corpus of rare words [7]. If words in interventions have not been guided by the saliency of words in written English, it is not surprising that interventions have rarely closed the existing knowledge gaps between students on entering school [90]. Findings from the current study provide direction for increasing the focus and efficacy of vocabulary instruction, especially interventions. Rather than spending instructional time on words that most students already know (a pattern in historical and current core reading programs) or, alternatively, on rare words as appears to have been the case in many interventions [91], the present findings suggest that a more profitable route would be for instruction and interventions to concentrate on vocabulary that is unknown by students but can be expected to appear in students’ texts [11].

An important question for both instruction and assessment is whether frequency and AoA can be used as indicators of students’ reading exposure. Without extensive reading, students are unlikely to encounter critical vocabulary sufficiently to read automatically and with meaning. A trend in reading instruction, observed at both the elementary and middle to high school levels, is a reduction in the degree to which students are responsible for reading texts themselves with texts read aloud by teachers, read by peers in round-robin reading, or read by narrators on audio versions [92,93]. Linking normative amounts of reading to vocabulary learning through the frequency of words and AoA could be useful in tracking such trends and encouraging more extensive reading in classrooms.

Another question that this study does not address is whether knowledge of a word with particular frequency and AoA is indicative of knowledge of words within a similar band of frequency and AoA. Pearson et al. [12] raised this question as especially germane in establishing students’ vocabulary knowledge. The present study does not clarify the issue, but it does give grist for future research that considers whether word knowledge is idiosyncratic to a particular word or whether shared features can be used to make conclusions about students’ word knowledge.

In conclusion, the close examination of word features is a fruitful line of research that can yield important information for both vocabulary instruction and assessment. Two different assessments indicate that word frequency and AoA are worth consideration in the selection of words for instruction and for vocabulary assessments. Taken together, the findings from this project point to important
factors to be taken up by publishers, teachers and researchers involved in vocabulary instruction and the construction of measures of assessment.
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