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Perspectives on the Difficulty
of Beginning Reading Texts
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Features of the text influence the quality of
the interaction that can occur between a
reader and a text. For beginning readers who
know only a handful of words (and likely id-
iosyncratic ones such as their names), most
texts will require scaffolding by a proficient
reader for an interaction with text to occur.
Choosing texts for instruction that support
beginning readers in moving from scaffolded
to independent reading has been one of the
most persistent challenges facing teachers
and teacher educators.

The critical role of success in beginning
reading has meant that considerable atten-
tion has focused on selecting texts. Over
the past two decades, agencies in numerous
American states have taken on the task of se-
lecting appropriate texts for beginning read-
ers in their jurisdiction. Of the four largest
American states, three (California, Texas,
and Florida) identify basal reading programs
that are acceptable for use with state funds.
The inclusion of programs on these state
lists is often predicated on compliance with
guidelines on the features of beginning-level
texts. The systems for sorting first-grade
texts would seem to be a first point for ex-
amining the scientific foundation that is the
byword of current federal policies. The prac-
tices are critical, and the investments in state
and federal dollars and of teacher and stu-
dent time are high.
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In this chapter, we review theory and re-
search on schemes that are used currently to
determine the difficulty of texts at the begin-
ning levels of reading. In doing so, this
chapter builds on and extends the work of
Hiebert and Martin (2001), which reviewed
the features of words and how they are
learned. The three primary text-difficulty
methods—readability, guided reading levels,
and task-based systems—apply particular as-
sumptions about what is critical in beginning
reading acquisition. As a result, each yields a
different index on beginning reading texts.
To illustrate the data that the text difficulty
systems produce, we have chosen a prototyp-
ical text that exemplifies a second-trimester,
first-grade text from a program based on the
text-difficulty system. For one of the text dif-
ficulty schemes—readability formulas—we
have selected two prototypical texts: one
for conventional readability formulas (e.g.,
Spache, 1981) and the other for lexiles,
a current manifestation of readability for-
mulas (Smith, Stenner, Horabin, & Smith,
1989). Excerpts from these four texts and a
fifth, The Cat in the Hat (Geisel, 1957)—de-
scribed by Anderson, Hiebert, Scott, and
Wilkinson (1985) as an ideal first-grade
text—appear in Table 27.1.

Following the scheme’s ratings of the
five texts, three aspects of a text-difficulty
method are described: (1) its rationale and a



TABLE 27.1. Ratings According to Six Text-Difficulty Systems of Five First-Grade Texts

Text leveling

STAS-1
Text . (predictability,
difficulty =~ Excerpt from _ Readability  Gyided decodability Task-based Total
scheme a prototypical text Spache Lexile reading ratings) Decodability CWF words

Readability Dad looked at Molly’s red 1.8 310 H 3.5 (4, 3) 1.7 2.6 426
nose. “You will have to go to
bed,” said Dad. “You have a
cold.” “I don’t have a cold!”
said Molly, blowing her nose.
But she went up to bed and
went to sleep with her big
red cat at her side. “I put
Molly to bed,” said Dad.
(Cummings, 1983)

Lexile “Do you have a bed just 2.0 250 J 4.5 (5, 4) 2.0 84 665
right for a pig?” he asked the
saleslady. “Hmmmm,” she
said, looking Poppleton over.
“Right this way.” Poppleton
followed the saleslady to the
biggest bed in the store. It
was vast. It was enormous.
“It’s just my size,” said
Poppleton. (Rylant, 1998)

Guided She flew the hang-glider at 2.2 290 F 3.5(3,4) 1.9 18 93
reading the school picnic. We drew
levels pictures of her.

The next day, Mrs. Bold
came to school with a broken
arm. Look at Mrs. Bold!
How did you break your
arm? Were you driving the
rally car? What happened?
Did your hang-glider crash?
(Beck, 1993)

Task-based “You must have a fever and 2.9 270 G 3.5 (4, 3) 1.6 .8 127
a cold.” “Dragons don’t get
colds,” creaked Dee.
“Dragons breathe hot
flames.” “Can you breathe
flames?” asked Dad. “No,”
creaked Dee. Dad made a pot
of tea. “This tea’s heat will
help you breathe,” he said.
“Dragons don’t like tea,”
creaked Dee. (Raymer, 1993)

Prototype  Then he got up on top witha 2.4 270 ] 3(4,2) 1.6 1.4 1,625
primer text tip of his hat. “I call this
(Anderson game FUN-IN-A-BOX,” said
et al., the cat. “In this box are two
1985) things I will show to you
now. You will like these two
things,” said the cat with a
bow. “I will pick up the
hook.” (Geisel, 1957)
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brief history, (2) a review of empirical inves-
tigations on the reliability and validity of
the system, and (3) conclusions about its
strengths and weaknesses. The principle that
drives the latter discussion is the usability of
the information that a system supplies for
teachers’ use in knowing what to teach their
students. We begin with the system that has
the longest history—readability formulas—
and then move to the two systems that have
replaced readability formulas in many pub-
lished programs—guided reading levels and
systems that are based on tasks such as
decodability.

Readability Formulas

The prototypical text from the era when
readability formulas were used to vet texts,
Molly’s Surprise (Cummings, 1983), had a
readability of 1.8 ( Spache, 1981), a level
very close to the 1.75 associated with the
second trimester of grade 1. The other four
texts had readabilities of between 2.0 and
2.9. From the readability perspective, Dragons
Don’t Get Colds (Raymer, 1993) was one
grade level more difficult than Molly’s Sur-
prise.

The text at the 250 lexile level that corre-
sponds with the second trimester of grade
1 (Scholastic Reading Inventory, 2002) is
Poppleton Everyday (Rylant, 1998). In that
grade levels are typically evaluated in terms
of units of 200 on the lexile scale (Smith et
al., 1989), the lexiles of the other four texts
are within a narrow and comparable range
to the prototypical second-trimester text of
250 lexile: 270-310.

Description of and Rationale
for Readability Formulas

Although Lively and Pressey’s (1923) pro-
posal for the measurement of vocabulary
burden in school textbooks is typically iden-
tified as the first readability formula, it was
Gray and Leary’s (1935) formula that pro-
vided the paradigm for readability formulas
for the subsequent 60 years. From 289 fac-
tors that 100 experts and 100 library patrons
identified as possible contributors to read-
ability, Gray and Leary selected 44 that
could be counted reliably and that occurred

with sufficient frequency in their criterion
passages (the Adult Reading Test). Using the
scores of poor adult readers on these pas-
sages, Gray and Leary identified five vari-
ables that accounted for a sufficient amount
of variance on a multiple regression analysis
(R = .65): (1) number of “hard words” not
on a list of 769 words; (2) number of
personal pronouns; (3) average number of
words per sentence; (4) percentage of differ-
ent words; and (5) number of prepositional
phrases. Over the next five decades, re-
searchers reduced the number of variables to
two or three, but Gray and Leary’s basic pro-
cedure became the model for numerous read-
ability formulas.

As Klare noted in his review in 1984, for-
mulas vary in the data that they provide on
the same text as a function of developmental
criteria and the range of readers’ ability on
the criterion task. The formula that has been
described as most valid for primary-level
texts, both currently (Good & Kaminiski,
2002) and historically (Klare, 1984), is the
one developed by Spache (1953, 1981).
Spache’s formula used two dimensions of
texts: sentence length and the percentage of
total words that were difficult words (i.e.,
not on a list of 1,040 words that Spache
identified from analyses of textbooks). The
underlying perspective on text difficulty can
be illustrated by slight alterations to the
primer-level text, Molly’s Surprise (Cummings,
1983): (1) breaking several sentences into
shorter ones and (2) changing Molly’s name
to Penny. When Molly’s Surprise becomes
Penny’s Surprise, the readability of the text
changes from 1.8 to 1.5. Passages with fewer
words per sentence are deemed easier for be-
ginning readers than those with longer sen-
tences. Penny is on Spache’s list of 1,040
words that primary-level students are to
know; Molly is not. According to Davison
and Kantor (1982), readability formulas
were used to create school texts, not simply
to adjust texts to comply with formulas. For
example, because words such as ice cream,
picket fence, milkman, and castle were on
the Spache or a similar list, writers for text-
book programs developed stories with these
words.

As a result of research from a cognitive sci-
ence perspective in the 1980s (see, e.g.,
Davison & Kantor, 1982) that identified
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problems with texts that had been manipu-
lated or written to satisfy readability con-
straints, the field’s two primary professional
associations, the International Reading As-
sociation and the National Council of
Teachers of English, called for cautious use
of readability formulas (Michelson, 1985).
This call was echoed in Becoming a Nation
of Readers (Anderson et al., 1985), in which
a moratorium on the use of readability for-
mulas was advocated. Such initiatives led to
a decrease in the use of readability formulas
and an increase in alternative text-difficulty
schemes such as guided reading levels and
decodability.

Although widely used textbook programs
still appear to use readability formulas spar-
ingly, if at all (see, e.g., Pikulski, 2002), two
activities are drawing attention back to read-
ability formulas. One is the use of readability
formulas within prominent assessments such
as the Dynamic Indicators of Basic Early Lit-
eracy Skills (DIBELS; Good & Kaminski,
2002) which was reported to be used in over
1 million kindergarten through third-grade
classes during the 2003-2004 school year
(see the DIBELS website, http://dibels.uoregon.
edu/). According to Good and Kaminski,
the difficulty of texts on the DIBELS was
validated by Spache’s readability formula.

A second source for renewed interest in
readability formulas is the presence of sev-
eral computer-based readability programs,
such as lexiles (Smith et al., 1989) and ATOS
(School Renaissance Institute, 2000). The
lexile framework, for example, orders texts
according to a scale from 0 to 2000, with be-
ginning texts at the lower end and graduate
school and technical texts at the upper end.
Although the reporting units of lexiles or
ATOS are different from the grade levels of
conventional readability formulae, their cri-
teria are syntactic complexity, as measured
by sentence length, and semantic complexity,
as measured by the number of words that fall
within anticipated bands of words (Smith
et al., 1989; School Renaissance Institute,
2000).

The digital technology that underlies this
new generation of readability systems
makes it possible to base text levels on
large corpora of words. Further, words that
have become archaic, such as milkman, are
relegated to rare-word status. At the same
time, educators who use these digital read-

ability systems do not have access to the
corpora that are associated with particular
text levels, as was the case with the Spache.
Whereas the words that designate
Poppleton Everyday (Rylant, 1998) as a
second-grade text according to the Spache
can be identified (e.g., enormous, saleslady,
crackers, bluebirds, pillows), teachers, stu-
dents, and parents are given no guidelines
as to the vocabulary that underlies the des-
ignated lexile. Presumably the words that
account for the lexile rating and the Spache
level are similar. However, without data
from the readability developers, this con-
clusion can only be inferred.

Empirical Evidence for Readability
Formulas and Beginning Readers

According to Chall (1988), readability for-
mulas at the primary level originated with
studies of vocabulary control in the 1920s
and 1930s that examined the number of new
words per book, their repetitions, and their
frequency. Researchers assumed that texts
with high numbers of new words with few
repetitions and/or low frequencies in written
English created obstacles for reading acquisi-
tion. However, as Chall (1988) has observed,
only one experiment had been conducted be-
fore these assumptions were used to create
textbooks. This single study—that of Gates
(1930)—-considered the optimal number of
repetitions for first graders of different abil-
ity levels. Based on a rather limited sample of
text, Gates concluded that average-ability
students (as defined by IQ) required 35 repe-
titions of high-frequency words and, from
these data, extrapolated the number of repe-
titions required by high-achieving and low-
achieving students.

Whereas experimental studies were infre-
quent, studies pertaining to the validity of
different readability formulas were numer-
ous. In 1984, Klare stated that over 1,000
studies had been conducted on readability.
Many of these studies examined the vari-
ables that accounted for readers’ perfor-
mances on a set of passages, often the Mc-
Call-Crabbs Standard Test Lessons in
Reading (McCall & Crabbs Schroeder,
1926/1979). Numerous other studies re-
ported on the concurrent validity of a new
set of variables relative to existing formulas.
Syllable counts were proven to be valid by
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showing strong correlations with earlier for-
mulas that used other measures of semantic
complexity (Klare, 1984). Or lexiles were de-
scribed as valid on the basis of strong corre-
lations between lexile levels and graded texts
within textbook programs that complied
with conventional readability formulas
(Smith et al., 1989).

The circuitous process whereby formulas
were based on a set of passages that had been
developed according to the same criteria as
the formulas meant that texts could be or-
dered across a set of grades with consistency.
However, the narrower the band of perfor-
mance, the more difficult it was to make dif-
ferentiations. Even more challenging was the
task of applying the criteria of semantic com-
plexity at the very earliest grades. The 10
readability formulas that are part of the Mi-
cro Power and Light (1999) software pro-
duced readabilities for Molly’s Surprise that
ranged from .6 to 5.7 grade levels and, for
Penny’s Surprise, from 0 to 4.6. The only
formula to make a fine-tuned distinction
across these two passages was the Spache
(1981). In that the original and revised texts
had been written to comply with the Spache
formula, this finding should not be surpris-
ing.

In the 1980s, perspectives from cognitive
science and linguistics were applied to the
texts that resulted from this circular process
of developing and validating readability for-
mulas. These analyses showed that, when
high-frequency words were substituted for
less frequent but more descriptive words,
meanings of texts were changed and even
made more obscure (Davison & Kantor,
1982). By shortening sentences to comply
with readability formulas, conjunctions were
often eliminated, and causal connections
between ideas were obscured. When com-
prehension of unmanipulated texts was com-
pared with that of manipulated texts, stu-
dents’ superior performance on the former
was taken as evidence that readability for-
mulas were detrimental to effective compre-
hension (e.g., Beck, McKeown, Omanson, &
Pople, 1984). In none of these studies of re-
structured texts, however, was the focus on
beginning readers. No studies compared, for
example, beginning readers’ proficiency with
texts with no vocabulary restrictions relative
to texts with a modicum of vocabulary con-
trol.

Conclusions: Readability Systems

Even with extensive computerized databases
(Smith et al., 1989), readability systems con-
tinue to be limited in their support of instruc-
tion. A grade level of 1.8 on the Spache
(1981) does not indicate the proficiencies
with which readers must be facile to read this
level text. Neither does a lexile level of 250
indicate what beginning readers need to
know to move to a higher level. However,
when the new readability systems are evalu-
ated relative to the old readability systems,
the latter are more useful for instruction and
assessment than the former. At least with a
formula such as Spache’s (1981), the words
that are associated with the primary grades
are known. This information is valuable for
educators as they respond to policy man-
dates that are based on tests that use the
Spache. The five texts in Table 27.1 differ in
the distribution of high-frequency words and
multisyllabic words, among other features.
However, the lexile system does not distin-
guish between these texts in any discernible
way, and little information is forthcoming
from the system as to the underlying curricu-
lum.

Text Leveling Systems

From the vantage point of current U.S. class-
rooms, the most widely used text-difficulty
scheme consists of Fountas and Pinnell’s
(1996, 1999, 2001) guided reading levels. A
text at the third of the four levels associated
exclusively with grade 1—level F—was se-
lected from available lists: Mrs. Bold (Beck,
1993). Fountas and Pinnell (1996, 1999)
also provide levels for The Cat in the Hat
and Poppleton Everyday. A reading special-
ist with a decade of experience in text level-
ing established the levels for the two remain-
ing texts. As Table 27.1 shows, three were
within the exclusive first-grade range, and
two had second-grade levels. The Cat in the
Hat was among the latter, with a level of
mid- to late second grade.

Hoffman, Roser, Patterson, Salas, and
Pennington (2001) have also developed a
text-leveling system, the Scale for Text Ac-
cessibility and Support (STAS-1). Ratings of
the texts according to the STAS-1 are in-
cluded in Table 27.1. These ratings indicate
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that differentiation across the texts is not
substantial with this 5-point scale. Three of
the texts had the same rating (although they
had somewhat different distributions, ac-
cording to predictability and decodability
scales).

Description of and Rationale
for Text-Leveling Systems

The leveling of texts by experts or judges is
not a recent phenomenon (see, e.g., Carver,
1976; Singer, 1975). However, this proce-
dure was not prominent until readability for-
mulas were eliminated as a criterion for text-
book selection in America’s largest states
(California English/Language Arts Commit-
tee, 1987; Texas Education Agency, 1990).
The theory underlying the use of literature
and little books in textbook programs pos-
ited that readers employ multiple sources
of information in understanding unknown
words, including the structures of syntax and
texts (Goodman, 1968). The Reading Recov-
ery levels that have evolved into the guided
reading levels were a response to this need.
Like the guided reading levels, the STAS-1
(Hoffman et al., 1994) uses experts’ judg-
ments or ratings. Unlike guided reading lev-
els, which are presented as a holistic score,
the STAS-1 gives ratings on individual cate-
gories. Consequently, the uniquenesses of the
two schemes will be developed.

READING RECOVERY/
GUIDED READING LEVELS

As little books became prominent in school
reading programs, particularly as Reading
Recovery programs were initiated in U.S.
schools during the mid- to late 1980s, Peter-
son (1991) developed a scheme for establish-
ing text difficulty of the little books. Similar
to the primary trait model of holistic scoring
that has a long history in writing assessment
(Cooper & Odell, 1977), four dimensions
were identified as the basis for a text level:
(1) book and print features; (2) content,
themes, and ideas; (3) text structure; and (4)
language and literary elements. Unlike pri-
mary trait schemes in writing, however, the
four separate dimensions of the guided read-
ing levels were not analyzed individually. A
single score was provided with no indication

of the weight or scoring of individual dimen-
sions.

Within guided reading levels, Fountas and
Pinnell (2001) have extended the original
four criteria (book and print features, con-
tent, text structure, and language and liter-
ary elements) to two additional criteria—
vocabulary (e.g., multisyllabic words) and
sentence complexity (length, embedded
clauses, punctuation). Although Fountas and
Pinnell (1999) mention the regularity of
letter-sound spellings as a factor in determin-
ing sophistication of vocabulary, this feature
is not highlighted in reports of leveled texts
(e.g., Fountas & Pinnell, 1999, 2001).

SCALE FOR TEXT ACCESSIBILITY AND SUPPORT

The Scale for Text Accessibility and Support
(STAS-1), developed by Hoffman and his as-
sociates (Hoffman et al., 2001), used a simi-
lar methodology as those used in Carver’s
(1976) Rauding Scale and Singer’s Eyeball
Estimate of Readability (SEER; Singer, 1973),
in which experts use anchor passages that
had been ordered according to specific crite-
ria in leveling texts. Hoffman et al.’s system
uses S-point scales for two primary traits:
decodability and predictability. Highly de-
codable texts (rated as 1) contain words with
consonant-vowel-consonant (CVC) pat-
terns, single syllables, and short high-
frequency words, whereas munimally
decodable texts (rated as 5) contain irregu-
larly spelled words and a variety of patterns
and offer little word-recognition support to
the emerging reader, with three interim
points of very decodable (2), decodable (3),
and somewhat decodable (4). The predict-
ability scale has a similar 5-point range, with
highly predictable texts awarded a score of 1
and minimally predictable, a score of 5. The
scale used four predictable features (picture
support, repetition, rhyming elements, and
familiar events/concepts) that texts con-
tained to different degrees.

Empirical Evidence
for Text-Leveling Systems

GUIDED READING LEVELS

Publishers and educators have applied the
text leveling of Reading Recovery and
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guided reading to literally thousands of
texts. Despite its widespread use, we were
unable to find any reports of reliability
across coders in leveling texts for either
scheme. Further, although proponents of this
form of leveling present it as an alternative to
readability formulas, one of the only studies
of its validity has reported a strong correla-
tion between text levels and the principal
factors that make up traditional readability
formulas (Hatcher, 2000). Hatcher (2000)
considered how five variables predicted
Reading Recovery levels of 200 texts (10 at
each of 20 levels) on numbers of (1) words;
(2) words in the longest sentence; (3) words
with six or more letters; (4) contractions,
negatives, auxiliary verb plus a main verb,
and auxiliary verb that changes tense; and
(5) pages. Two variables—length of words
and of the longest sentences—predicted
Reading Recovery levels best (R = .82).

We could find no studies that examined
how instruction with texts ordered accord-
ing to either Reading Recovery or guided
reading levels influenced reading acquisition.
We located a single study that examined stu-
dents’ reading of texts of different levels.
This examination was part of Hoffman et
al.’s (2001) validation of their STAS-1 rat-
ings with Reading Recovery levels and is de-
scribed shortly. We should note that studies
on several of the features that figure promi-
nently in the text-leveling scheme, partic-
ularly text predictability and illustrations,
exist and have been reviewed elsewhere
(Hiebert & Martin, 2001). To briefly sum-
marize, the existing evidence suggests that
overreliance on these scaffolds appears to de-
tract from independent word recognition.

STAS-1

Hoffman, Sailors, and Patterson (2002) have
applied the two indices that make up the
STAS-1—decodability and predictability—to
the first-grade texts that have been approved
by the Texas Education Agency for purchase
with state funds over three adoption periods:
1987, 1993, and 2000. After applying the
scale to the first 1,000 words of text that
beginning readers encounter in the Texas-
approved programs over this time period,
Hoffman et al. (2002) report that the 1987
texts were the most decodable (X = 1.2), the

2000 texts were next (X = 1.7), and the 1993
texts were least decodable (X = 2.5). On the
predictability scale, the 1993 texts had the
highest ratings of predictability (X = 2.5), the
2000 texts were next (X = 3.5), and the 1987
texts had the lowest ratings (X = 4.5). Analy-
ses of cohorts of students in the state of
Texas for the effects of these changes in fea-
tures of predictability and decodability of
their beginning reading textbooks have yet
to be conducted.

However, Hoffman et al. (2001) have con-
sidered the concurrent and predictive valid-
ity of the STAS-1 in experimental contexts.
With three books from each of seven levels
that reflected the guided reading and Read-
ing Recovery levels, the scale as a whole cor-
related at .78. Next, Hoffman et al. exam-
ined the ability of the STAS-1 and the guided
reading levels to predict student accuracy
and rate across three instructional conditions
(preview and read, no preview, and adult
modeled). Significant effects were found for
condition and reader ability in the expected
directions. High-ability students and those
who received adult modeling had the highest
performances. Because two thirds of the
Hoffman et al. (2001) students were unable
to read any of the texts above the criterion
for accuracy (92%), it is difficult to know
how well these two systems discriminate
among readers of differing abilities.

Conclusion: Text-Leveling Systems

The need for using expert judgment in the
evaluation of text difficulty has been recog-
nized from the initiation of work on text dif-
ficulty. As Gray and Leary’s (1935) analysis
showed, numerous variables cannot be eval-
uated quantitatively. There are many con-
texts in which experts’ ratings according to
particular criteria have been found to be
highly reliable in sorting, evaluating, or judg-
ing, such as writing samples (Cooper &
Odell, 1977). Hoffman et al.’s (2001) sys-
tem, building on a tradition initiated by
Singer (1975) and Carver (1976), illustrates
how traits can be operationalized into rating
schemes. Anchors can be identified and rat-
ers can be trained to code the categories with
high levels of reliability. The two domains
that form Hoffman et al.’s (2001) scale ap-
pear to be highly correlated, at least in the
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texts that they have analyzed to date. Fur-
ther, their students were either reading at the
same level of accuracy across texts of all dif-
ficulty levels (96-98%) or below the speci-
fied level of accuracy on all texts (i.e., 91%
or lower), making interpretations of predic-
tive validity difficult. Further, this scale does
not discriminate across texts that, at least ac-
cording to other schemes, have differences in
their word-recognition demands.

However, the effort of Hoffman et al.
(2001) does illustrate that particular di-
mensions can be defined and that raters,
when given clear parameters, can sort a
group of texts reliably on a recognized trait
of beginning reading such as decodabil-
ity. The STAS-1 demonstrates that reliable
teacher-based rating schemes of text diffi-
culty can be developed. Further, classroom
teachers can use the information that a
particular text is highly decodable or some-
what predictable when teaching students.
By contrast, the implications for teaching
Danny and the Dinosaur and The Cat in
the Hat—texts that differ by five guided
reading levels—are not clear.

The guided reading levels fail to convey a
sufficient amount of information for teach-
ers to use in designing lessons or selecting
materials that will support their students in
developing proficiency in the skills that they
require to read harder material. The develop-
ers of this system have failed to demonstrate
the manner in which different dimensions
figure into the evaluation of difficulty of text
at different levels. When the scheme was lim-
ited to the very earliest stages of reading, as it
was in Peterson’s (1991) work, distinctions
across levels may have been apparent as
teachers examined books. With the exten-
sion of the system to the entire elementary
period (Fountas & Pinnell, 2001), the desig-
nations of a text as level F or level ], as was
illustrated in the evaluations in Table 27.1
provide little indication as to the underlying
proficiencies that students require to read
particular texts.

The construct of text leveling holds prom-
ise for addressing text features such as use-
fulness of illustrations in beginning readers’
recognition of unknown words. To date,
however, developers of text-leveling schemes
have not followed through on this promise
by providing research on how particular text
features in these systems influence young

children’s reading at different developmental
points.

Task-Based Text Difficulty Systems

The prototypical second-trimester decodable
text, Dragons Don’t Get Colds (Raymer,
1993), is the 50th of the 75 decodable read-
ers that make up a first-grade reading pro-
gram (Adams et al.,, 2000). Two text-
difficulty systems that illustrate task-based
text-difficulty systems are applied to this
book and the other four prototypes: Juel and
Roper/Schneider’s (1985) decodability sys-
tem and Hiebert and Fisher’s (2002) Critical
Word Factor (CWEF).

In Juel and Roper/Schneider’s (1985) de-
codability system, an individual score from 1
to 3 is given to each word in a text. A word
receives a score of 1 if it is a transfer word
(words with regular vowel patterns such as
bag or seat); of 2 if it is an association word
(words with [- , 7, and w-controlled vowels;
diphthongs; digraphs such as law, car, boy);
and of 3 if it has irregular or unpredictable
vowel patterns (words such as come and
pear). The scores in Table 27.1 indicate that
the decodability rating is within a narrow
range, from the 1.6 of Dragons Don’t Get
Colds and The Cat in the Hat to the 1.9 of
Myrs. Bold. These data indicate that the typi-
cal words in the first set of texts will be fairly
evenly distributed between transfer and asso-
ciation words, whereas the typical word in
Mrs. Bold will be an association word.

The second task-based text-difficulty
scheme, the Critical Word Factor (CWF;
Hiebert & Fisher, 2002), indicates the num-
ber of unique words per 100 running words
of text that fall outside a particular curricu-
lum. The primer curriculum, based on evalu-
ations of tests (Menon & Hiebert, 2005),
is proficiency with the 300 most frequent
words and monosyllabic words with short
and long vowels. As can be seen in Table
27.1, three of the texts have 5 or fewer
words per 100 running words of text that
fall beyond this curriculum. The fifth text—
Myrs. Bold—has 18 unique words per 100
running words beyond this primer curricu-
lum. If the curriculum is designated as the
100 most frequent words and monosyllabic
words with CVC patterns, then the CWF
would likely be higher for all of the texts. Or
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if the curriculum were the 500 most frequent
words and all monosyllabic words, the CWF
would likely be lower for the texts.

Rationale for and Description
of Task-Based Text-Difficulty Schemes

As these examples show, task-based text-
difficulty systems evaluate texts on their
match to a curriculum, their instructional
scope and sequence, or their developmental
progression. The focus in this chapter is on
the decodability schemes that are currently
used and on alternative task-based systems
such as the CWF. In that these two types of
schemes have different histories, they are de-
scribed separately.

Decodability text-difficulty schemes are of
two types: a priori schemes, such as that of
Juel and Roper/Schneider (1985), and in-
structional consistency schemes (Hoffman et
al., 2002). In the former, letter—sound rela-
tionships are presented in a hierarchy of dif-
ficulty. Schemes can be more extensive than
that of the three categories of Juel and
Roper/Schneider, such as the eight categories
of Menon and Hiebert (2005) that distin-
guish between words with complex conso-
nant patterns, not simply vowel patterns.
What all of these schemes have in common,
however, is that any text can be reviewed
against the same curriculum.

Instructional consistency schemes (Hoffman
et al., 2002) evaluate the letter-sound rela-
tionships of a text in relation to the instruc-
tional scope and sequence of the program of
which it is part. For example, if a child has
been taught the /2/ sound as in “cab,” and
then reads a number of /2/ words in text (e.g.
flag, rat, can), then the instructional consis-
tency is high. In contrast, if a child encoun-
ters few /a/ words in text, then the in-
structional consistency is low. Instructional
consistency is usually expressed as a percent-
age of words that match phonics lessons. In-
structional consistency formed the corner-
stone of recent mandates regarding textbook
purchases in the nation’s two largest states
(California English/Language Arts Commit-
tee, 1999; Texas Education Agency, 1997),
in which particular percentages of decodable
words in at least some components of first-
grade programs and in first- and second-
grade programs were specified: Texas, 80%;
California, 90%.

The CWF is an index of two aspects of a
text: (1) the match of linguistic content in the
text with the phonetically regular and high-
frequency words that are associated with
particular stages of reading development and
(2) the demands on cognitive processing
as represented by the number of different
words that cannot be figured out with a
stage’s target linguistic knowledge (Hiebert
& Fisher, 2002). Because the Text Elements
by Task (TExT) software program (Hiebert
& Martin, 2002) is used to identify groups
of words within a text, the curriculum can be
tailored for different developmental levels.
Whatever the targeted curriculum of phonet-
ically regular and high-frequency words, the
CWF is an indicator of the number of words
that fall outside the specified curriculum in
100 running words of text.

Research Validating Task-Based
Text Difficulty Systems

VALIDATION OF DECODABILITY SCHEMES

The most prominent of the a priori schemes
has been Juel and Roper/Schneider’s (1985).
In the Juel and Roper/Schneider study, over-
all regularity ratings for basal reading texts
differed only at the preprimer levels, not at
the primer and first-reader levels. Descrip-
tions of beginning reading programs from
the perspective of instructional consistency
have been compiled for the textbooks of
most eras. The most widely publicized of
these instructional consistency studies was
Chall’s (1967/1983) analysis of the match in
the words in the texts of four basal programs
relative to the instructional guidance in the
accompanying teachers’ editions. This para-
digm was extended by Beck and McCaslin’s
(1978) study to include the potential for ac-
curacy criterion. Beck and McCaslin’s para-
digm has been applied in a number of studies
(e.g., Reutzel & Daines, 1987). A recent
study of this type was conducted by Stein,
Johnson, and Gutlohn (1999) of the texts in-
tended for the first half of first grade from
seven basal reading programs. A word had
the potential for accuracy if all constituent
parts could be decoded based on instruction
to that point, as described in the teacher’s
guide for the program, or if recognition of
a word by sight had been part of a les-
son. Across the seven programs, Stein et al.
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(1999) identified 14 components that pro-
vided three types of texts: student readers,
phonics readers, or phonics support ma-
terials. One program (Scholastic’s Literacy
Place) had all three of the components; an-
other program (Open Court) had only one
component. Across the 14 components, the
average potential-for-accuracy percentage
was 59%. Two components attained Stein et
al.’s criterion of 90% potential for accuracy:
Open Court’s student readers and Scholas-
tic’s phonics readers. Without these two
components, the average percentage for po-
tential for accuracy across texts was 53%.

Similarly, Foorman, Francis, Davidson,
Harm, and Griffin (2004) examined all
words in all text components (including pho-
nics minibooks, big books, and anthologies)
of six first-grade basal readers published
from 1995 to 2002 using a scheme of: (1)
decodable now, (2) decodable later (later in-
struction will make it readable), (3) holisti-
cally taught (word taught as a sight word),
or (4) never decodable (neither letter-sound
nor holistic information was given). When
the decodable-now and holistically taught
classifications were collapsed, the words in
the most decodable basals were within a
range of 51-85% decodable. The words in
the least decodable basals ranged from ap-
proximately 25-50%.

In an earlier study, Foorman, Francis,
Fletcher, Schatschneider, and Mehta (1998)
considered the progress of Title I first and
second graders with one of the less de-
codable basals and one of the most de-
codable basals when the first half of grade 1
relied on highly decodable texts. The in-
struction included differences other than the
texts that students read, including different
emphasis on opportunities for independent
writing and spelling. Foorman et al. (1998)
reported significant effects for word recogni-
tion and comprehension with the decodable
texts relative to the texts of the other pro-
grams.

Precisely how the text features that
Foorman et al. (1998) and Stein et al. (1999)
have described influence students’ reading
over the long run requires substantial class-
room investigations to understand. Such
studies are hampered by the frequent
changes that characterize programs from one
copyright period to the next. For example,
the Open Court program that Stein et al.

(1999) and Foorman et al. (2004) identified
as high in potential for accuracy has been re-
placed by 2000 and 2002 copyright versions.
When state mandates vary in requirements
from one textbook adoption to the next, the
results of analyses of a publisher’s program
from one decade to the next can similarly
vary (see, e.g., Hoffman et al., 2002).

Further, the application of instructional
consistency and a priori schemes can pro-
duce quite different perspectives on the same
texts. Hoffman et al. (2002) compared the
results of an instructional consistency and an
a priori scheme that were applied to the same
texts. For instructional consistency, they
used the potential-for-accuracy scores re-
ported by the Texas Education Agency
(1997) in their review. This measure is the
sum of decodable words plus words taught
as sight words divided by the total number of
words. For the a priori scheme, they used
Menon and Hiebert’s (2005) eight categories
to analyze each word in the same texts. The
correlation between the two measures was
low: r = -.07.

To this point, data are not available on the
number of lessons that teachers need to teach
for assessments of instructional consistency
to be robust. However, several studies have
linked a priori decodablhty schemes with
students’ success in reading in particular
programs, the most widely cited of which
was conducted by Juel and Roper/Schneider
(1985). In this quasi-experimental study, the
treatment group read from a decodable
basal, and the other group from a high-
frequency basal, but both groups received
the same scripted phonics instruction. At the
study’s conclusion, groups did not differ in
reading words in lists or texts from their own
basals, but they did differ in decoding ability
and in reading the unknown words from the
other basal. The decodable group performed
better on the decoding measure at interim
and end-of-year assessments but not on read-
ing words from their basal reader or a norm-
referenced reading test. Juel and Roper/
Schneider (1985) also examined word-level
features of the two textbook programs in re-
lation to students’ performances. The decod-
able group was most influenced by the
degree to which words were decodable,
whereas the high-frequency group was most
influenced by the number of times words
were repeated. The conclusion of this study
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was that text difficulty, as measured by
decodability, was most influential during the
first two trimesters of first grade.

More recently, Compton, Appleton, and
Hosp (2004) have used an a priori analysis
of decodability to predict students’ reading
performances. They found that second grad-
ers’ accuracy and fluency across a 15-week
period were related to the percent of high-
frequency words; fluency was influenced by
decodability of texts. Whereas performances
of average-achieving students were influ-
enced by the percentage of decodable words,
the performances of low-achieving students
were not. Compton et al. suggest that the de-
coding skills of low achievers may have been
so poor that few words were decodable for
them.

In another recent experiment, Jenkins,
Peyton, Sanders, and Vadasy (2004) ran-
domly assigned struggling readers to a tuto-
rial with either decodable or nondecodable
text. The treatments of both groups involved
the same scripted tutorial lessons, only dif-
fering in the texts used for practice. Jenkins
et al. used an instructional consistency crite-
rion for decodability, with 71-84% of the
words in decodable texts and 11-68% of
words in the nondecodable texts consistent
with their curriculum. Students in the two
groups and those in a nonrandom control
group performed similarly on the pretests.
Although both treatment groups performed
significantly higher on the posttest than the
control group, the two treatment groups did
not differ on any posttest measure. Jenkins et
al. (2004) give two possible explanations for
these patterns. First, the phonics instruction
of the scripted lessons may have been suffi-
cient for reading improvement. Second, tu-
tors may have made texts “decodable” by di-
recting tutees to use decoding strategies.
Analyses of the books used in the non-
decodable treatment (Mesmer, 2001) suggest
another explanation. Many more words may
have been identified as decodable in the
nondecodable texts if an a priori analysis of
decodability rather than an instructional
consistency criterion had been applied.

VALIDATION OF THE CWF

Hiebert (2005) examined the first-grade an-
thologies for the five reading programs
approved by the Texas Education Agency

(1997) and another mainstream textbook
program not submitted to Texas. For com-
parative purposes, Hiebert included three
historical copyrights (starting with 1962) for
one of the Texas-approved programs and
end-of-grade-two anthologies for all pro-
grams. Analyses showed that 41% of the
unique words in current textbooks appeared
once in 10 consecutive texts. Further, be-
tween 1962 and 2000, the number of unique
words increased substantially, whereas word
repetition was curtailed.

Another line of inquiry (Hiebert & Fisher,
2002) has considered the ability of the CWF
model to predict the words that children will
pause over or be unable to identify. In one
study, first graders read four texts in a ran-
domized order—two with high CWFs (a sub-
stantial number of unique words fell beyond
the curriculum of the 100 most frequent
words and words with CVC and long-vowel
patterns) and two with low CWFs (most
unique words fell within the designated cur-
riculum). Analyses showed strong main ef-
fects for CWF on reading speed, accuracy,
and comprehension, with all three variables
in the direction predicted by the model.

A second set of studies has considered the
effects of reading texts with different CWFs
on children’s reading development. In
Menon and Hiebert’s (2005) study, children
in two classes in an inner-city school read
from books that had been leveled according
to a graduated CWF curriculum (i.e., the
number of difficult or hard words remained
consistent, but the underlying curriculum got
progressively more difficult), whereas two
other classes read from basal literature texts
that had a consistently high CWE Pretest
scores were similar but, on the posttest, chil-
dren in the low-CWF classes performed at
significantly higher levels on word-list and
text reading tasks than students who read
from the high-CWF texts.

In a subsequent study, Hiebert and Fisher
(2004) compared the performances of two
groups of first-grade English-language learn-
ers who received the same scripted small-
group instruction over 12 hours with those
of a passive control group. One group re-
ceived texts for which the CWF was 1 and
the second group of texts had a CWF of 3,
relative to a curriculum of the 100 most fre-
quent words and CVC vowel patterns. Stu-
dents who read from the texts with the lower



406 TOWARD EFFECTIVE PRIMARY-GRADE INSTRUCTION

CWFs had higher fluency and accuracy levels
than students who read texts with somewhat
higher CWFs, and both groups had signifi-
cantly higher fluency and accuracy levels
than students in the passive control group.

Conclusion: Task-Based Schemes

Relative to phonics schemes based on in-
structional consistency, a priori schemes
have an advantage in representing difficulty
on a clearly defined scale. Instructional-
consistency schemes can be manipulated to
ensure high percentages of potential for ac-
curacy. For example, if lessons on 7-con-
trolled and vowel diphthongs had preceded
the introduction of Mrs. Bold (Beck, 1993),
the publishers could argue that words such
as flew, drew, and school have the potential
for accuracy even though the program had
only a handful of phonics lessons. Unless a
priori schemes are comprehensive, however,
they provide little guidance for instruction.
For example, the rating of 1.6 for Dragons
Don’t Get Colds (Raymer, 1993) on Juel and
Roper/Schneider’s (1985) scale leaves teach-
ers with little information on which word-
vowel patterns should be emphasized in les-
sons with struggling students.

By providing an index that is derived from
a curriculum, the CWF provides teachers
with an indication of what knowledge is re-
quired for students to independently read a
text. This information is particularly useful
in that it allows teachers to measure texts
against bodies of knowledge that are viewed
to be acquired developmentally. Recognition
of the 100 words that appear 1,000 or more
times per 1 million words of text (Zeno,
Ivens, Millard, & Duvvuri, 1995) would be
expected to be acquired before recognition
of words that have a likelihood of appearing
100 times in a similar-sized sample or those
that appear 10 times or fewer. If the curricu-
lum is emphasizing CVC words, the word
cap should have a higher likelihood of being
recognized by children who are being taught
CVC words than should words such as cape
or capture.

Similar to all text-leveling systems at the
current point, the CWF does not take into
account the presence of highly concrete
words in texts and the usefulness of back-
ground knowledge and even accompany-

ing illustrations in children’s recognition of
words. Research has confirmed that children
learn highly concrete words with greater ease
than less concrete words (Hargis, Terhaar-
Yonkers, Williams, & Reed, 1988). The in-
clusion of picture—text match in the guided
reading levels (Fountas & Pinnell, 1996) rec-
ognizes this aspect of word learning. How-
ever, pictures can provide different levels of
information, and asking children to focus on
the pictures rather than on applying context
strategies that integrate the use of illustra-
tions can create problems for subsequent in-
dependent reading. One possible technique
for future use that quantifies the quick us-
ability of illustrations as a context clue
has been suggested by Menon and Hiebert
(2005), who evaluated the match between
words that adults associated with the illus-
trations from pages in children’s texts and
the words that appeared on those pages. Ad-
ditional efforts such as that of Menon and
Hiebert are needed to establish how particu-
lar elements influence the difficulty of texts
for beginning readers in the immediate read-
ing task and the manner in which such ele-
ments influence proficient reading in the
long run.

Discussion: Next Steps

The most fundamental conclusion of this re-
view is how little scholarship there has been
on any of the text-difficulty schemes. We use
the word scholarship rather than research
because theoretical frameworks on the role
of text in beginning reading, not just empiri-
cal investigations of text difficulty, are con-
spicuously absent. Regardless of the text-
difficulty scheme, we could locate few theo-
retical frameworks on the role of text in be-
ginning reading acquisition.

Gray and Leary’s (1935) analysis remains
the most extensive effort to identify features
that may influence text difficulty. As behav-
iorists, they focused on readily quantifiable
variables that accounted for the most vari-
ance in analyses of adult readers’ perfor-
mances on particular texts. Once sentence
length and semantic difficulty had been iden-
tified as accounting for much of the variance,
efforts to understand what these variables
represented ceased for approximately four
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decades. When cognitive scientists addressed
the complexity of text four decades later,
they offered ideas for theoretical frameworks
but did not directly address texts for begin-
ning readers.

In the current emphasis on empirical in-
vestigations, we cannot forget that empirical
investigations need to build on underlying
theoretical frameworks if they are to address
critical questions. Regardless of the perspec-
tive on text difficulty, underlying theoretical
frameworks on appropriate texts for begin-
ning readers have either been lacking or in-
adequately developed. Readability formulas
have emphasized two variables that can be
easily quantified and that discriminate across
texts. Leveling systems have included a range
of variables, but the most popular of these
systems has not indicated how these different
variables contribute to evaluations of diffi-
culty. Task systems have focused, at most, on
a handful of word-level variables. To date,
none of the systems has a comprehensive
conceptual framework that differentiates the
influence of variables at both the word and
text levels at different developmental periods
of reading. For example, the manner in
which figurative and idiomatic language in-
fluences text difficulty needs consideration,
even at the early levels, where many such de-
vices can be found in children’s literature.
Another aspect of text for which a strong
theoretical and empirical scholarship exists
is the influence on reading and memory
of imagery and concreteness of language
(Sadoski & Paivio, 2001). At a time when
children are exposed to highly visible elec-
tronic media for thousands of hours, text dif-
ficulty schemes cannot ignore the role of il-
lustrations in texts.

Perspectives on text difficulty have been
particularly lacking with respect to the kinds
of texts beginning readers need over time. In
focusing on the individual text—even when
“ordered or graduated”—the readability and
text-leveling schemes draw attention away
from the need to consider a group of texts as
the critical unit for beginning readers. More
comprehensive text-difficulty schemes are
needed, and these schemes need to consider
progression over the entire period of reading
acquisition, if students are to receive the sup-
portive texts many require to become profi-
cient readers.
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